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This Information Note presents two papers which were presented
at the Ninth and Tenth International Symposia on Remote Sensing
of Environment, Ann Arbor, Ilichigan, April 1974 and October 1975.
The papers summarize the objectlves, experimental procedures,.and
results of the CITARS project. :
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ABSIRACT

The CITARS task deslgn and objectives are reviewed and final results
are presented, together with conclusions and recomendations: It was found

. that several factors had a significant effect on crop ldentification per-

. formance: - (a) crop maturity and site characteristics, (b) which of severgl
: wdifferent- single-date automatic data processing procedures was used for :
. i local recognition, (c) nonlocal recognition, both with and without prepro-
: cessing for the extension of recognition signatures, and (d) use of multi-
date (multitemporal) data. It also was found that classification accuracy
for field center pixels was not a reliable indicator of proportion estimation
performance for whole areas, that bias was present in proportion estimates,
and that training data and pr'ocedures str'ongly influenced crop :Ldentification
perf‘ormance.

1. INTRODUCTION AND OBJECTIVES

CITARS (Crop Identification Technology Assessment For Remote Sensing) was a joint task to
quantify the crop identification performance (CIP) achievable with several automatic data process-
ing (ADP) techniques operating on remote sensor data. It was conducted from April: 1973 tc April
1975.  Participants were the Earth Observations Division (EOD) of the Johrison’ Space Center, ‘the

- Environmental Research Institute of Michigan (ERIM), the Laboratory for Applications of Remote
Sensing (LARS) of .Purdue University, and the Ag:mcultural Stabilization and Conservation Service
(ASCS) of the U.S. Department of Agriculture. The CITARS task design was presented in Ref. 1 which
.also includes objectives, analysis methodology, experimental procedures, description of ADP pro-
“cedures, and first results of: CITARS A more exterisive. description and documentation of the entire
project can be-found in Ref. 2. The remainder of this sectlon presents a brief overview of the
CITARS task design cmd ob,;yectives : )

The principal ab.;essments made ‘were of crop identification performance for gorn and ‘soybeans
in six sites in T1linois and Indiana. The remote sensor data analyzed were collected by the ERTS-1
{now called LANDSAT-1) multispectral scamner (MSS) periodically. throughout the 1973 growing season.

“The ADP procedures compared were predefined at. EOD, ERIM, and LARS in such a way as to min_nmize :
sub,j ective analyst Judgment and intervention in the crop 1dentificatlon process.

- ‘ . Specific obJectiVes ol CITARS 'anluded per'f‘or'mance comparisons to answer the following
Fa questions. - }

* Proceedings of the Tenth International Symposium on Remote Sen31ng of
Environment Ann Arbor, Michigdn, October 6~10, 1975. -
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1. How does corn and soybean ldentification perfomance vary with time during the growing
season? .

2. How does crop identification performence vary among different peographic locations
having different solls, weather, manapgenent practices, crop distributions, and field
siges?

3. How much variation in crop identification performance is observed Ae.mong the different
~data processing procedures?

L, .Can signal statistics acquired from one time or location be used to identify crops
at other locatlons and/or times?

5. Does use of radiometric preprocessing extend the use of training statistics and/or
inerease nonlocal crop ldentiflcation performance?

6. Does:use of miltitemporal data increase crop identification performance?-

‘ To accomplish. the objectives, five major tasks had to bLe completed. These were: (1) acqui-
.. sition and preparation of an ERTS data set with aneillary data sufficient to support the experi-
., mental objectives and design, (2) computer-aided processing of this data set with the selected
classification algorithms and procedures, (3) quantification of the crop identification perfor-
mances in a manner‘which would permit a quantitative evaluation of the ability of these procedures
to ‘satisfy agricultural applications requirements, (4) a statistical analysis to quantitatively
evaluate the impact of major factors known to affect crop identification performance, and (5) an
interpretation of the results to ascertain the underlying physical factors responsible for the
results; to draw inferences as to the status of the technology as it relates to agricultural
applications, and to make recommendations as to where the technology must be. strengthened.

2. KEY TECHNICAL ACCOMPLISHVMENTS

As reported earlier {1] an ERTS data set with supporting ancillary data was acquired and pre~
pared which met the requirements of the CITARS erperimental design, except for completeness of
ERTS coverage. Assenbly of the data set included: (1) acquisition of crop identification and
other agronomic ground truth data by ASCS, (2) acquisition and interpretation of color infrared -
aerial photography to. extend: the field identification data acquired by-ASCS to additional fields,
(3) registration and geometric correction of multitemporal ERTS MSS data for the test sepments,
ard (4) location of field and sectlon coordinates in the ERIS data. In addition, repeatable,
analyst-independent -ADP procedures had to be defined and documented and measures of crop 1denti—
Tication performance had to be determined.

.Each of' the  six 5x20-mile (8x32-km) sites was located in ar overlap zone of ERTS so that
coverage was available on two successive days on each 18-day ERTS. cyele. Of 72 potential data.
. sets from late June through late September, only 15 were sufficiently ‘c¢loud free for use in .the

analysis (See Table I):

Periodic cr-op obgervations of flelds used to train the classlfiers were made by USDA/ASCS
throughout the growing season.  These [ields were found in 20 quarter sections (0.8x0.8 km), each
located randomly within a 1xb-mi {1.6x8<km) strip in the site. Photointerpratation of multidate

~aérial photegraphy was successfully used to inerease the size of the data base. The photointer-—
pretation data in 20 full sections (1.6x1.6 km), randomly selected throughout the site, were used
to evaluate ERTS data classification accuracy in field-centers, - In addlition, crop area-proportion -
measyurements were made from the aerial photography and used to-evaluate proportion estimates ;
derived from pixel-by-pixel classification of ERTS data. The accuracy of photo:mterpretatmn was
fested in 223 ASCS-visited fields which were not. revealed to the photointerpreters, The results,
sulmmarized in Table II, were Judged to be. of sufficlent accuracy to warrant use of' the photc—- :
mterpxetea field. 1dent1flcations fon evaluatlon of the ERTS da‘ca processing results. .

Multiple. passes of ERTS data were ree;is’cered with an axerage root mean’ square (rms) errop of
. less than one=half pixel; enabling multitemporal classifications of the data and eliminating t,he
: need to locate field ard sectlon’ coordinates in each ERTS scene. )

The . need: to maximize the number of‘ pur'e pixels elected f‘rom ’che relatively small—sized
fields present in several of the segments made selection of [ield coordinateés more difficult than
‘expected. - Manual ‘methods were: found to be inadequate for'the job and a computer-aided method of -
. transPorming. digltized photomap coordinates to ERTS line and column coordinates was used [1}. -The: .
use of ‘the latter method is reconmended i‘or f‘uture projpcts Lequlring premse dei‘lni’cion of ERTS .
data. coord;mates. ; o




A key task prior to the start of ERTS data classifications was to define and document data
analysis prccedures which were repeatable, easily followed, and yet Incorporated the judgment and
skill of experienced analysts. Although there was concern that crop identification performance
might be reduced by restricting aralyst declsions, it was necessary that varlabllity due to
analysts be minimized if meaningful comparisons of results were to be made., Limited bests with
the LARS ADP procedures indicated that, for the CITARS data set, the procedures used produced
results comparable to those obtainable using procedures with considerably more analyst interaction.

To evaluate crop identification performance, three categories or classe of data were def'ined.
The first two were the major crops, corn and soybeans, while the third, called "other", included
all other ground covers. Analysls of wheat recognition early in the year was attempted but the
amount of -wheat in the segments was too small and the reliability of its photointerpretation too
low to support meaningful conclusions,

An important accomplishment of CITARS was the use of quantitative measures of erop identili-
cation performatice and statistical evaluation of results. 'The statistical amalyses consisted of
analyses of variance and blocked rank tests for comparisons-involving factors such as ADF pro-
cedures, location, acquisition date, and use of preprocessing, Two variables, average conditional
classif‘icat:ion accuracy of "pure" field center pixels and the rms error of proportion estimates

" for entire sections, were used as measures of classification performance. Section-to-section

variability was used -in analyses of variance to determine if differences among ADF procedures,
segments, times, etc. were significant. The analyses of variance revealed several signiflicant
differences, but the power of many of the signif'leance tests was limited due to missing data, the
amount; of variability present, and the fallure of the dependent variable to adequately describe
performance for a section independently of the composition of that section, despite the use of a
normalizing transformation. ~Continued use and development of these tools for remote sensing
experiments are recommended. R : )

3. RESULTS AND DISCUSSION

The statistical ’analyses provided a key to the quantitative assessment of remote sensing

- ‘technology for crop identification, for both field center pixels and crop area estimation.  Pre-
-vious results were conflrmed in some instances, while in others unanticipated results led to

reconsiderations and new insights into certain aspects of the technology. This section summarizes
the major restilts from the CITARS experiments, as related to the six specific objectives which
were expressed as questlons regarding the effects of various facters on grop idmntification per-

‘-f‘om\ance. -

3.1 EFFECTS OF TIIVIE'DURING THE GROWING SEASON

The time of ERTS data acquisition during the g;t’owlng season was found £o be an important
factor influencing crop identification performance, because of the phenological development cycles
or crop calendars of -the major ground covers. Thy peak accuracy for field center classification
was 75-80% correct in mid-August, as shown in Fir,.:1.- At this time, the variability within the
major crops {(corn and soybeans) was low and the amount of ground cover was high.

The solid line in Fig. 1 represents the expected performance for the average of all single-
date procedures, asswuing no interaction between the factors: site and time. The use of a non— -
interactive moael for computing expected performarice as a function of time was ‘necessitated by the.
fact that only one site had ERTS data for more than two of the six time periods. The individual
points marked on the graph represent actual performances by the various procedures, The varia-
bility present: is an indlcatlon that factors other thun t:lme also inf‘luencad fleld center ClaSui"
fication performance : ) : :

A similar expected performance time profile-also was calculated for proportion estimates over.
the aggregation of wholé test sections,  This profile showed roughly the same riis proportion error

. for all time periods; except mid-July wheh the error was substantially greater. In mid-July, the

variability among corn fields and among soybean fields was high; and the amount of ground cover
was low. - We do note, however, that variability in perfoxmance among procedures at any given time )
was much greater for. proportion estimation than in the case of field center classification.

3 2 EFFEIC‘PS OF SI'I’E

Missing data again hampered the analysis when comparisons were made between sites. Nevepr— -

. theless; proportion estimation accuracy was found to be much more site dependént than was fleld
““'center classification accuracy; when expected Tesponses were computed. - The only major: site:
‘char-acteristics which were found to be corr'elated with proportion estimation aceuracy were average
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fleld size and proportion of corn and soybeans in the segment. “As shown in Tlg, 2, proportion
estimation errors were smallest for the site with the largest average fleld size. Similarly, the
proportion estimation error was found to be smallest for the site with the greatest percentage of
corn and soybeans among its ground cover types.

The correlation of field size and the acouracy of crop proporticn estimates Is atiributcd .
primarily to the decrease in the percent of pixels containing mixtures of crops as fileld size
increases, In addition, 1t has been observed that large fields tend to be more uniform, and &dreas
having larger fields have relatively fewer fields of "other" covers. The Influence of these
factors on crop identification performance will be discussed further in Sec. 3.3.

3.3 EFFECTS OF ADP PROCEDURE ON LOCAL RECOGNI‘TION WI’I’I{ SINGLE-TIME DATA

. EOD, ERIM, and LARS each defined a principal ADP procedure which was used for the major com-
parisons of crop identification performance using data from single ERIS passes; alternate pro-

" cedures also were defined and teésted by ERIM and LARS. In this section these procedures are com-

pared for local recognltion, that is, wheh the test data were located in the same site and ERTS
pass‘as the training data. Nonlocal recog;nition is considered in Sec. 3.4. Identical training
fiel_d',_ test fleld, and test section coordinates were used with all pr'ocedures_.

3.3.1 PRINCIPAL, PROCEDURES. Major differences were found in results for the three principal

' ADP procedures. Loc¢al performance results with these procedures are sumarlzed in ‘able III,

where ‘overall average performance figures are given, as well as the nurber of specific analysis
of variance (ANOVA) comparisons for which significant differences were detected (out of a total
of ten comparisons). The ERIM/SPL procedure was best for field center classification, while
LARS/SPL was the most consistent for whole area proportion estimation and had the lowest average
rms proportion error. These results indicate that field center classification of pure pixels
which has commonly been used to evaluate crop identification performance is not a rellable indi-
cator of the accuracy of proportion estimates for whole areas. .

Primary differences between the ADP pr'ocedures 11e in the training procedures and declsior.
rules used. -Yet, there are some characteristics which they share. that can contribute to the
observed results. . : :

First, there is inherent bids in proportion estimates based pn aggregated colnts of maximum
1ikelihood pixel-by-pixel classifications, Blas exists because fhe expected performance of a ) M
classifier depends on the true crop proportions present,'as well as on its performance matrix for .
individual pixels. As can be seen in Table III, all three principal procedures consistently ) i
underestimated the proportion of "other" in the test data.. Furthermore, the expected rms error £
in proportion estimation was found to be correlated with tiz percent of other in a test site..

Second, the whole areas included boundary pixels which contaln mixtures of two or more ground
covers.  Mixture pixels were determined to be a major source of blased proportion estimates by a
special analysis, as well as hy:-the fact that expected proportion errors tended to be largest in
segnents with the smallest average fleld size (I‘ig. 2) and, therefore, with the greatest number- of
mixture pixels.

The three principal procedures tested d:.f’fered in two ways. Both LARS/SP1 and EOD/SP1 used ,
a clustering procedure to define training statistics (usually several classes for each major crop)
and: employed a quadratic decision rule. ERIM/SP1, on the other hand, formed a single signature

. for each major crop, used a variable number of s:.gpatures for "other", and used.a. linear decision

rule. The differences in performarnce among the three procedures were deLermlned to be due to the
method of training rather than the decision rule used since simllar results (high rarking for-
field center recognition and low ranking for whole area proportion estimates) were-obtained for-
ERIM/SP2Z, a quadratic decision rule classifier; which.used the same signatures as ERIM/SP1., It
was - obser\red that the disparity between rarkings for the two types of performarice for the ERIM-- .
procedure. tended to be reduced oreliminated when within-cérn and within-soybean variations ere
smallest and the procedure Selected g;r‘eater numbel's of other—class signatures, ’ g .

~An attempt was made to correct f‘or classn‘ler' bias-in proportion estimates by using the per— j

' formance matrix for Figld-center pixels; but the attexrpt was unsuccessful both ‘on-a section—-by—

sectlon and an aggregated segment basis..

3 3.2 AL‘IERNA’IE PROCEDURES A linear deciswn rule optimized on a class—paixwise basis was
used in ERIM's principal pr-ocedure and a quadratic decision rule, similar to those of ILARS/SP1 and. .

“EOD/SP1, in-its alternate procedure. It was ‘found that the accuracy of results with the linear

rule were equdal to or better than those with the quadratic rule using the same signatures. T T
Resource ebnstraints of CITARS did. not permit similar comparisons with sie;nature sebs obtained by .

& different procedure, but such or similar corrpamsono are. recomnended

ik




Another CITARS result which, on the purface, seoms surprising is the lack of improvement of
LARS/SP2 (non-equal major class -prior pr-obabilitleb) ovver LARS/SPL (equal prior probabilities),
Theoretically, apart from boundary pixels, the Bayesian classifier should produce its minimum
error rate when Mcorrect!" values for the frequency of' cccurrence of each spectral class sxw
utilized as parameters in the classification rule. LARS/SF? included a procedure for estimubing
the prior probabiiity of each 'spectral clags based on existing agricultural statistics, For
CITARS classificatlions the LARS/SP2 procedure utiliaing mequal prior probabilities did not pro-
duce an improvement over assuming them to be equal. ‘his i attributed in part to the fact that
the agricultural statistics used were at a county level only, differing by as much as 20 percent
from the true proportions in the test seetions which were subsets of the county and not rardomly
located within it. Boundary plxels are arother possible cause, We do not believe that use of
prior probabliity information in the form of class welghts should be discouraged, based solely on
the CITARSG am.lysi‘ since it does not constitute a definmitive test,  Instead, 1t 1s recommended
that further tests be made to determine the sensitivity of maximum likelihood classifier to
¢class weights.

In other experiments LARS showed that slenifiecant dilferences in classiflcation performance
can be obtalned with different training sets and that training set size alone does not determine
the adequacy of a training set. These results and results discussed earlier point out the
dependence of crop identification performance on the development of training statistics,

3.4 EFFECTS OF NONLOCAL RECOGNITION AND I’REPROLLb“INH

Tn nonlocal vecognition, the Lraming statistics are used to r-ecognize data Iro*n a different
location and/or a different ERTS pass. Such procedures ave desirable and/or necessary. in order
to reduce the cost of obtaining ground identification information for training classifiers In
operational applications. 'The effect of nonlocal recognition on per‘formance with the single~‘cime
procedures was evaluated for 20 pairings of the 15 data sets.

Comparisons of classiiication perfonnance indicated that averag: fleld center perfomance'for
the three principal pr_gedures in nonlocal recognition was reduced by 22 percent of that obtained
locally. For whole area proportion estimates, the average rms error of nenlocal estimates was
23 percent greater than that for local estimates. 'Ihe degradation associated with nonlocal classi~
fication performance was shown to be correlated (r = -0.77) with differences in atiospheric opti-
cal depth (a measure of hage level) between the training and recognition segments. Uther differ-
ences present in the data sets were those of soll type, agriculbural practice, crop maturity,
scene composition, training data selection, and M55 sean-angle, all of which can affect the -
representativeness of signatures. The results clearly indlcate problens in successfully applying
training statistlcs to different locations and/or Mm; [ABSES .,

One: way of extending the realm of applicabllity oi‘ signatures is to transform them radiome’c~
rically so they better represent observation conditions at recognition segments. - Preprocessing
with a mean level adjustment &lgorithm (ERIM/PSPL), a relatively simple preprocessing algorithm,
was found to be of some help in lmproving nonloeal recognition performance. Qverall, the pre-
processing procedure ranked above the three principal procedures-for both whole area proporticn
estimation and fleld center classification; this rariing was statistically significant for fleld

- genters but not for whole areas. Preprocessing cut roughly in half the degradation in mean field

center perfomance and substantially rcduced the correlatlion between optical depth differences
and field center performance (from r ='=0.77 to r = =0.28), but was not consisbent in its per-
formance especlally for‘ whole areas. .

The mixed results obtained In specillc analyses: of variance indicate that differences in com—
position of training and test areas also are imnportant factors affecting nonlocal recognition. -
Additional research is required to improve upon -the signature adjustment algordithm tesbed and to
better account for spectral variabiliby due. to scene composition. A limited test of g mére com—
plex signature extens:.on algorithm at ERIM, in an Li‘fort supplementary to’ PITARS indicated that -
--improved-results are possible., . » .

35 EFFEC’.IS OF IVIULTI'}.’EMPORAL DATA

One CITARS segment (I‘ayette) had several clear ERTS t;Verpasses which were upatial},y regli-~
stered and then analyzed and processed multitemporally:-with the EOD/MSPL procedure. - Sigrificant
iricreases in ¢rop ldentiflcation performance were obtalned, compared to the best singl=—date per—
formance. - Use of multitemporal data increased fleld center elassification accurady from 8l per-
cent to B89 percent correct and halved the rms error in proportion estimation.. These substantial
improvements in performance were obtained for this one segwent by using basically the same data
“andlysis procedures as for single-dabte data; nevertheless; new analysis propgedures teking into
account the increased complexity of mulbltemporal scenes mll reed 1‘0 be resaarcmd and developed.




Although use of multitemporal data requires a more complex data processing cystem (registration,
inereased data base size, and more complex data analysis procedures), the increased complexity
my well be Justified by increased performance.

3.6 RELATION OF CROP AND SENSOR CHARACTERISTICS

Two key factors influencling erop identification with remote sensor data are (1) the nature
of' the spectral variation among and within the classes to be Identil'ied and (2) the capability of
the Sensor 0 iimecow. che spectral variation. An urderstanding of the relationship of these
factors may help explain the levels of crop identification performance obtained in CITARS, In
several instances it was found that accurate identification of corn, soybeans, and "other" was not
possible even when all the t'ields analyred were used to train the classilier.  This may have been
due to a lack of differences in the spectral characteristics of the three classes or to an
inabllity of the ERTS MSS {0 resolve and precisely measure the differences present. The latter
is suspected to account for at least a part of the problem since crop classifications made during
the 1971 Corn Blight Watch Experiment [3] using MSS data with more spectral bands, narvrower bhards,
and greater sensitivity and dynamic range showed that these same cover types could be more accu-
rately ldentified. Additional comparisons of KRS and aircraft-acquired M3S or other hlgh spectral
resoiution data such as will be avallable from the current LACIE (Large Area Crop Inventory Exper'i—
ment) field measurements project [#] will be needed to verify this point.

4. CONCLUSIONS AND RECOMMENDATIONS

4.1 CONCLUSIONS

CITARS has provided a quantitative assessment of 1973-era technology for remote 1dentificaclon
of major agricultural crops. The use of quantitative measures of classiflication performance and
statistical evaluations of the results have been important parts of thc technology assesunx,nt.

The major conclusions from the CITARS experiments ave:

1. Crop identirication performante for corn and soybeans varied thr'oughout the growing
season, with I‘ield center classification accuracy being maximum in late August.’

2. The probability of corréct classilication of field center pixels was not well corre-
lated with and thus was not a rellable indicator of proportion estimation performance.

3. Proportion estimation accuracy was strongly correlated with both average Tleld size
and proportion of major crops in the segment, but [ield center classification accuracy
was not. Boundary pixels containing two or more cover types were determined to be
major contributors:to the bias in proportion estimates,

The manner in which ground cover classes were selected and used to train the classi-
fier stronglw influenced ’che amount of ‘bias in proportion estimates.

S
e

5. " Probabil} Lty cf cor‘rect classification and proportion estimation accuracy both were
decreasd when training statisties developed for a different: lcocation or date were used.

6. A mean level adjustment algorithm for first order adjustnpr'{g tor training statistics
used for nonlueal classifications increased the probapllity ol gtirect classification
of fleld center pixels, but did not improve proportion estimate for whole areas, .

T+ The use of miltidate data improved both propor'tn.on eutimation faccuracy and pr*obability
‘ of eorrect (.la,ssification. T L N

In addition :Lt has been ‘shown t:hat relatively aut:omatic dat:a analysis pmcedures can: be
defined which produce repeatable results, are sulted [or processing relatively large data’ volumes,
and incorporate, toa 1arge degx-ee, the judgnent and E\Cpel"tlse of experienced 6.1'157."Lystss

‘. 4,2 RECOI\’MENDATIONb :

CITARS pr‘ovides valuable direction ior' Future research and development' of remote sensing
technology and: guidelines for the design of operatjcral erop pr-cduction survey systems utilizing

remot,n sens.mg technology Recornrrvenda.tlons f‘rom GRiARS- theludet

15 Continued use and deVelopment of quantitatlve measures of‘ crop :tdentification per—
Lormance and statj stical e\faluation oI‘ blassi ication reaults




T+

Continued development of improved methods for training classifiers.

Research and development of methods to imprcve the aceuracy of proportion estimates
for whole areas.

Further tests to determine the sensitivity of maximum likelihood classifiers to
the uge of prior probability information and of the linear classifier to different
signature sets.

Additional research, development, and testing of two complementary approaches to
nonlocal recog:ﬁtlon, (a) more sophlsticated preprocessing algorithms and (b)
stratification of areas based on the.ll" similarity with respegc to agricultural
factors.,

Development of data analysis procedures which -account f"of the increased complexity
of multitemporal data and take advantage of its potentiall,y greater information
content.

Additional comparisens of ERTS and other multispectral data sources to determine
the adequacy of ERTS MSS in terms of the number, width and placement of 1ts
spectral bands, signal/noise ratio, sensitivity, dynamic range, and spatial
resolution.
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TABLE I, i ERTS DATA SETS ACCEPTED FCR..CITARS PROCEISSING

ERTS OVERPASS CYCLE

JUNE JULY AUG AUG  SEPT  SEPT

SITE. 26-30-  14-18 15 19-23  6=10  24-28
1 mmINGioN,_IND, B ~ A
2. SHEEBY, IND. S B B A
b, LIVINGSTON, TIL. A o :
5. FAYETTE, TLL.. ; B A A
6. LEE, ILL. . : A B - B

Key: A = First Pass of ERTS Coverage of Site
B-= Second Pass of ERTS Coverage
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| PABLE I1. COMPARISON OF CROP /IYPE IDENFTFICATIONS WALE BY
- : : ASCS AND BY PHOTOINTERFRETATION
= . PHOTOTITERPRESED
: ASCE COMMISSION
COVER TYPE SIATISTIC  qomL  TOTAL  CORRECT ERHOR
"~ coRe Hunber of Fizids 50 vl W6 5
Percentags 00,0 120 2.0 io.n
Mumber of Acres 1,181 . ,197 1.:65 32
Percentage wdle . 101.3 w86 2.7
SOYEEAIS Nurber of Flelds 65 66 61 5
Percentage 100.0 4 1915 a3.8 7.7
Nurher of Acres 1,550 ,, L5t0 1,523 16
Percentape ‘100, 0 99,3 98.3 1.1
OTHER Nurber of Flelds e 106 99 7
Percentage 100.0 98.1 91.7 65
Number of Acres 87¢ 874 838 36
Percentage W0.0 . B9A 95.3 b1
i
‘ TABLE IIL, COMPARTSON OF FRINGTPAL [R(CEDURES FOR LOCAL RECOGNITION
. A. MEAN CLASSIFICATION ACCURAGY FOR FIELD CENTER PIXELS (15 CASES)
. CLASS -~ LARS/SPL ~ ERIM/SPL - EOD/SPI
CORY 0.66 .70 0.62
SOYBEANS 0.59 0.68 0.61
i OTHER R 0,53 0.16
; OVERALL 0,58 0.54 05

© FOR SEVEN ANOVA COMPARTSONS WHERE & IGNIFICANI‘ DIFFERENCES WERE DETECTED
| FOR FIELD CENTER PERFORMANCE, ERL/Y/SPL RAIKED FIRST IN SIX.

B. MEAN mor’omon ESTIMATION BIASES mm RIS ERROR FOR WHOLE AREAS (15 CASE.S)
P o RS ‘ LU cLass LARS/SPL ERIWSPL  HOD/SPL
L L o BIAS FOR: CORN 0.063 006k . 0.025
SQYREANS 0.033 0055 0.081
OTHER ~0.09 ~g.320 T} -5.106
RMS E.RROR 0,095 0.150. 0.108

© . o TOREIGHT ANOVA COMPARISONS WHENE SIGNIFICANT DIFFERENCES WERE DETECTED
: R o : . FOR PROPORTION ESTIMATION, LARS/SP1 RANKED FIRST IN ONE AND SECOND IN
- SEVEN COMPARISONS, ERIN/SPL FIRST IN THREE CASES, AND EOD/SPL FIRST IN

FOUR COMPARISONS.
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FIRST RESULTS FRCM THE CROP IDENTTIFICATION
TECHNOLOGY ASSESSMENT FOR REMOTE SENSING (CTTARS)®

‘¥, G. Hall
National Aercnautics and Space Administration
: Johnson Space Center
. Ho’us‘bon s Texas

M. E. Eeuer1
Labor-atory for the Application of Remote Sensing
Purdue. University
Vest Lafayette, Indiana

W. A. Malila -
Environmen‘cal Research Instibtute of Michiga.n
Arn Arbor, Michigan

ABSTRACT

The CITARS task design, including objzctives, analysis
methodology and experimental procedures, ls described and first
results from this effort are presented. The extensive ground
truth data set acquired for the CITARS task is described and
discussed in some detall. Results of the accuracy tests for
the photo interpretative CITARS ground truth are given. Results
of the assessment of the ERTS MSS data for cloud cover and
‘electronic quality are presented.  Some results of the geometric
correction and registration of the time sequential CTTARS ERTS
data are given. Finally, the field boundary selection problem
1s addressed and the results of the use of new technology for'
bomdary belection are: presented.

1, INTRODUGTION AND OBJECTIVES

In 1973, the Earth Observations Division (EOD) of the Johnson Space Center (JSC), the Environ- .
mental Research Institute of Michigan (ERIM), the Laboratory for the Application of Remote Sensing
of Purdue University (Purdue/LARS), and the Agricultural Stabilization and Conservation Service -
(ASCS) of the U.S. Department of Agriculture (USDA), under took ‘a joint task to quantify the crop
identification performance, resulting from the remote identification of corm, soybeans and wheat

- :using automatic data processing (ADP). techniques developed at ERIM, LARS, a.nd EOD. - These ADP tech-

niques are automatic in the sense that subjective human interactions w:.th the classification algoritims
were minimized by the specification of the steps required for an analyst-to convert a multispectral

data tape to a classification result. The crop. identification performances result:.ng from. several

basic tyoes of ADP techniques are to be compared and:examined -for significant differerices:..The

-multispectral data to be analyzed, consists of ERTS-1 data acquired over each of six § x 20-mile

segments in Indiana and Illinois at six periods from early. June through early September 1973. . Crop

identification and other inf‘ormation was gathered by the ASCS jn each segnent each 18 days coincident
with:an ERTS overpass. -

;The ADP techniques are: to -be eval'uated on fchis da'ta set-in two basicremot‘e sensing situations‘:‘
(1) Crop signatures for classifier training will be obtained within the same ‘segnent in which crops
are. recognized by the classifier (local recognition). (2) Crop. signatures for classifier: training
will be obtained from a dif_f‘er'ent segment in which crops are’ recognized (hon-local recogqition)

Once the erop identification per.f‘onnance is establlshed f‘or each of the ADP techniques for:

.local and nonflocal recognition, differences in the performances of these techniques will be’ establishedf
'f‘or' differences in. geogr’aphio 10cation, time of the year e'c.c. i

"* Proceedings of the Ninth Internatlonal Sympos1um on Remote Sen31ng of

Environment, Ann Arbor, Michigan, April 15 19 1974..
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The CITARS task was-deslgned to c::[uanti‘batively answer tﬁ*e followlng questions: T

o How does corn, soybéans, and é;heat identification vary with time during the growing
season? N

: o How does the crop identification performance (CIP) vary among different geographic
locatlons having dilfferent solls, weather, management pract;ices, crop-distributions, and field
sizes"

,>.

o Can statistics acquired from one time:or 1ocation be used to ldentify crops at other .
locations and/or times?

o How much variation in: CIP is observed among different data analysis techniques?
o Does use of multi-temporal data increase CIP?

o -Does use of radiometric preprocessing extend the use of training statistios am/or
increase CIP? : )

o . How much variation in CIP results from varying. the selection of' training sets?

o -Does rotation or registrat:lon of' ERTS data sffect classification performance?

- 2. ANALYSIS MEI’HODOIDGY

To establish and compare the capabilities discussed in the Intreduction, an experiment was -
designed to: - (1) accurately estimate the crop identification performance (CIP) ard (2) determine
whether differences in the CIP's for the varilous conditicms are significant.

Fach of the CIP's are. estabiished as a result of a specific "yreatment! combination; such a
treatment combination is chavacterized by several factors. —These factors are:. (a) ADP technique;
(b) data acquisif;icn period- (c) location; and (d) training—recognition method .

. Bach oi‘ thege factor's can in turn, be char'acterized by “levels, The levels of factor (a) ave

different ADP techniques to be assessed; the levels of factor (b)* are the six data acquisition

periods from June through September 1973, the levels of factor (c) are the six tesd sites 4n L .
Indiana and T1lliriols, There are many possible levels in factor (d) but they can be chax'acter'ized '

- for the present by (l) local recomition and (2) non-local recognition.

~© " Each treatment cambination will have an assoclated CIP which will be quantified in bhree ways: R
(1) a classification performance mabrix from which the errors of omission and comission for :
"non=boundary" plxels can be determined and (2) a propcrtion classificaticn error- vector and

(3) a proportion error Vector .corrected: for bias. -

. The - classification perfomance matrix for "non—boundary“ pixels w;LL:L be established by

. comparing the ADP classification with the ground and photo. interpretive identifications of about

12,800 acres within each data segmenii..Test field boundaries will be'established on the. digltal
data.- ‘To insure that.only non-boundary pixels are used in training and classification, the ~ . =
boundaries wlll be selected such that no sgricultural field boundary elements or field inhomo-

- genletles are contained within the ‘test fleld boundaries. The probability. for correct classifica~

tion for each of corn, soybeans, wheat and "other" will be'defined, for a particular test fleld .
set, as the frequency with which test field pixels of a particular ’class ave correctly classii‘ied B
The error of commission between class 'l and class J will be defined as the freguency with which' ™
an ADP identification of class i was determined from ground truth to-actually. have been a pier.

. from class j For a four class data set this pr'ocedure will define 4. U x 4 error matrix,

The proportion classification error ‘vector will be established by comparing the proportions R
of* ‘corm, soybeans, -wheat and other as determined from the ADP. technique to. those proportions SR A
determined from ground truth.. To establish the ground truth, ‘twenty agricultural quarter sections
in each segment. were visited each 18 days by ASCS personnel for crop. type Adentificatlon. ~In:
addition, twenty additional agricultural sections (one mﬂe square) were photo inter'pret 2 to R
establish crop identi.fication.

¥The fevels in’ factor (b) will differ for the multitemporal ADP technique i e, i data from Shpes . o
passes are used for the analysis then there are’ ten possible ways to combine the .six data ac'quisition ‘
periods : . :




The proportion of each crop type in the sections within each segment were established by
mensuration of the photography. This resulbs will be compared to the proportions determined by
the ADP techniques tio determine the ADP proportion error vector. In addition, several methods

: have been proposed to correct the remote sensing estimates of the crop proportions for bias,

) Each of these methods require an estimate of the bias, which 15 obtalned by examining classifica~
: tion perfoymance in fields or areas for which ground truth is available. These fields and areas
will be czdled pilot fields or areas, to distinguish them from the test fields where the crop
identificatisi performance is to be established. The methods proposed for Bias correction and the
methoed for pllot field selection are more fully discussed later in this section.

Thus foy each treatment a performance matrix and a proportion error vector can be estimated
using the procedures described above.

These data, once computed form a basis for compar'ison of the performances of the techniques
under the varlous condltions. These comparisons will be made using stardard statistical tests. The
primary statistical test to be applied 1s the analysils of variance. The objective of such a proce-
dure will be to test the hypothesis, that the classification performance for two or more different
treatments (or combinations of treatments) are different., An example of a hypothesis to be tested is,
MThere are no significant differenceés iIn crop identification performance among test sites." o test
this hypothesis, the ratio of varlation among test sites is compared to the variation within test
sites. This is referenced to as the calculated "F" which is the ratio of the treatment mean .square
(among) to the error mean square {within). If the caleulated F is greater than a tabulated F based
on.the kmown distribution of the variance ratlo under the null hypothesis, then one would reject
the null hypothesis and accept the alternate hypothesls that performances are different for different
Jocations. - Similar hypotheses can be formulated for each factor, " The camparisons of interest to
the FY7U task discussed in the Intr-oduction can be formulated into hypot‘qeses and tested dn the
mammer described above,

To use analysis of variance a measure of error must be avallable. This 1s obtained from
replication which is readily available in a fac’corial experiment For example, a mathematical
model ‘assumed 1s:

xyy =utory + eiy s 121, 2, ..., k, =12, R

i which states that any observed value x 1s equal to the overall mean ji- for.all populations, : ) s
- plus the deviation Ty of the 1-TH -population mean  p . from the overall mean, plus a random : o -
i deviation from the mefn of the: 1-TH population In other words, 1f uy * i3 the mean of the . 1-TH

popmation, then i i : . S )

' w = Sun of w,/K

o ' Ty S Mg T

g TRy TRT Ry T
for this model 1t 1s assumed- that :
1.: y is an unlmovm parameter.

2. The *ri are unlmown c.cns‘rants o parameters,

3. The 'Ei;] “are normally and independently distrlbuted wi‘ch mean zero and. variance 02

: With estimates of the population means and variance 02 it is also poesible to estimate the magm.tude
of tredtment effects and to calculate conf‘idence inter'vals

) 3.  EXPERTMENTAL PROCEDURES - | | |
3.1 'I‘ESTSI’I'ESEI_.FGTION T R SO S e R TR

The test s;Ltes were chosen over as large a geographic area as possible, wibhin the resources of
the project, in order to'dnclude a wide variety of>conditions.: ‘Even in the:Corn Belt there is'a :
great deal of variation in-scils, weather, cultural practiceés, crop distribution, etc. All of these.
factors are related to geogr'aphic locatlion. The-best measure of the-effects of these factors, then,
- can.be obtaitied by including. as mary test sites as possible over as 1arge an area as possible ~This
B . . dlso increases the probability of obtaining cloud—f‘r'ee ER‘I‘S daba.

omemm, PAGE B
OF POOR QUAIH“
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Test sites were selected within the four overiap zones of the five ERTS passes over Indlana
and Illinois. These areas shown In Filgure 1 include same of the different conditions which could
be expected to be encountered in the Corn Belt.

3.2 SELECTION OF SEGMENTS AND SECTIONS . T -

Segments, flve by ftwenty miles, were chosen at random within each of the six selected
counties. These segments were arlented such that the twenty mile length was oriented north-
south.  Thils segment slze was chosen to give a limited area for field visits and yet an
adequately large area for a representative sample of agriculture within a county.

Within eac¢h segment, 20 sections ani 20 quarter sectlons were chosen at random in a manner
such that the selected quar'ter sections yere spatially disjointed from the sections selected.

3.3 FIELD OBSERVATIONS FOR CROP 'I'YPn‘ IDENI‘IFI«JATION

The ASCS of the USDA visited, each 18 days the 20 quarter sections within each segment ard
exgmined each field in the quarter sections for crop type identification, other agricultural para-
meters shown in Figure 2. Atmospheric optical depth (related to visibility) at several locations,
using tripod mounted solar spectrophotoneters provided by JSC and subjective assessments of cloud
cover weather and haziness during the ERTS overpass were also recorded by ASC.s personnel.

3.4 - PHOTO INI‘ERPREI‘AI‘ION FOR CROP TYPE IDENTIFICATION

A more accurate estimate of the crop identification performance for each ADP technique can
be obtained if a larger fleld sample 1s avallable from: each segment. . Thus, the field observation
data was supplemented by photo Interpretation of the 20 additional sections chosen in each segment.

'1’he photo interpretation effort used large scale color IR (scale) photography acquired at
five times during the growing season, and large scale metric photography acquired at two:times,
to estabiish proportions of ground cover classes and other agricultural parameters within ‘each of
the 20 sections in each segment. . i )

A test procedur'e using ASCS visited quarter' sections hidden in the photograph was devised to ) Do
determine the accuracy of the crop identifications so obtained. The photo.interpretation procedure . :
was designed to obtain as accurate an identification as possible When the PIL test procedure indicated :
. errors 4n the photo interpretation field identifications, the effects of these errors on the estimates
_ of the ADP crop identification performance were assessed, onge ’che source and nature of* the ‘photo
interpr'etative errors were ascertained. . . . .

3. 5 ERTS DA’I‘A PREPARATION

: This section addressee those procedures required to reformat the EF{I‘S MSS da’ca, to 1ocate in
_the data the sectlons and quarter sections, and to-choose the test and training filelds within
these sections. . These precedures have been designed to allow each institution to use comon
training and test field boundaries and duplicate ERTS data tapes. - Such .a procedure was followed
to permit more meaningful performance comparisons and to eliminate needless duplication of* tasks
o a.nd :c'esou"ces at -each institution. ‘ o CeiE

ERIS bulic tapes were received at’ LARS for subsequent refonnat‘cing; and Field boundaries i
- Adef‘inition o

.. Of the two ER‘I‘S ‘passes over each segnent, the one acqujred durmg animum cloud cover was o ‘
seler"ced for. loecal recognition. If cloud cover was equal for the two passes, the data acquired- i i
most temporally coincident with the ASCS field: visit was chosen for 1oca1 r-ecognition processing

3454 l GEOME]ZRIC GORRECTION AND REGIS‘IRATION

ERTS daba preparation for ClTARS has r.onsisted of (1) geometric correction. (”) multi—

. temporal registration, and (3) section and fleld coordinate location. Geometric correction is .
perfornfed to facilitate accurate locatlon of- section and field coordinates. Registration of’ the
data from two or more ERTS passes over-the same scene is requived for multitemporal date analysis
procedures and to reduce the number of times which section and fleld coordinates had to be located,
With registered data the desired: coordinates need to Be: found only onte and the same’ doordinates st T
are used for-all data collected over the same -aréa.  Fleld and section coordinates: ave, of L : L
fcourse, required for classifying the ERTS da’ca and evaluating the. r'esul‘cs . e : ‘

3.5.2 TEST, TRAINING, AND mm‘ FIEID. smrc:vxow S

: In addition to the training and test fields usually selected to tr-ain the class ifiei:’ and o :
evaluate its performance, 'pllot" fields were selected. The pllat fields: will be used to sdetex'mine

14
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if a correction for bias in the classified crop proportion, resulting from classification exrrors,
1s feasivle. Classification errors will be estimated in the pilot flelds and based on these
estimates, a correction will be applied to the test field classification results {See 3.8 FACTORIAL
ANATL,YSES FOR . PERFORMANCE COMPARISON for more details.)

For those analyses which require pilot fields, all fields from one-half of the 20 photo
interpreted secbions will be used for ‘pilot fields and the remaining ten sectionsg for test fields.
For those analyses which require no pllot fields, all ‘photo :mterpreted sections will be ueed ag -
test {ields. :

Training fields from the' ASCS quarter sections will be used to train the classifiers. - All
fields large enough to be accurately located in fhe scanner imagery will be availahle for praining.

3.6 ~ ADP TECHNIQUES FOR MSS DATA PROCESSING

The basle ADP techniques will be prouped into three divisions: (1) UStandard™ techniques,
(2) preprocessing technigues, and (3) multi-temporal techniques. The term "standard" ADP technique
is used to mean eifher Gaussian maximum likelihood classifiers or & classifier employing a linear
decision rule and classifies data which has not been radiometrically preprocessed and has not been
acquired multi-temporally.

Fach of these ADP techniques consists of a computer implemented software system and a method
or procedure by which an analyst can convert multispectral data into grcand cover class identifica-
tlon information on a plxel by pixel basis.

Since the crop identification: performance of ADP techniques can be sensitive to the manner in
which the classifier is trailned, the types of MSS data input (e.g., preprocessed, multi-temporal,
ete.) which spectral bards ave used for recognition, ete., A quantibative eyaluation and subsequent
‘comparison of the crop ID performances of such techniques will be most meaningful if the procedures
used to obtain the classification results are well defined and repeatable.

Most of the existing procedures currently developed for the use of the very generalized analysis

algoritims, reguire decisions on the part of the analyst which ¢an significantly affect the classi-
Tication performance obtained.. For the purposes of this assessmént, the analyst factor will be
minimized as much as possible In order to permit an evaluation of the aubomated techniques.

A rnecessary requirement for @ small variance in the classification repeatability of an ADP
technique 1s that the procedure for using such a technigue be sufficiently well defined so that an
analyst can follow the procedure without deviation; thus, each of the ADP techniques evaluated in
this task will be documented in detall, and the documented procedures will be rigidly adhered to.

3.6.1 LA.RS ADP TECHENIQUES

.- The analysis techniques to be used by LARS utilize the LARSYS Version 3 nmltispectr'al data
analysls sysbem. Its theoretical basis and details of the dlgorithm implementation are described
in veferences 1 and 2, respectively. A complete description of the amalysis procedures: is cone
tained in-‘reference 3. 'The procedures are designed to provide repeatable results, i.e. variation
due to analysts 1s minimized. Rriefly, the analysis procedures consist of':

1,-Class Definition and Refinement. Four major classes, com, soybeans, whea‘c (for .

“selected missions) ard all "other™ gZround  covers. are defined, These major classes are divided .

into. subclasses whére spectral variability within a class is so great as o result in miltimodal

- probabllity distributlons for that-class. Cluster:ing is used to isolate the subelasses. For

clustering all four ERTS bands are used. - A 'systematic method (see reference 3) which minimizes

. ‘the total number of subclasses produced whilé ensuring that multimodal’ class distributions ave

avoided 1s used for interpreting information on the separability of subclasses.

: . Classification; - Each data. set 1s: analyzed using two versions of the maximum likeli—'
hood olassif‘ication algorithm. Gaussian. probability density functions are assumed for both
procedures. . The first classification method is the maximum likellhood classification mile

“ assuming ‘equal prior probabilities for all classes ard subclasses. 'I’his is the rule which has
been in comion usage for.remote sensing data analysis for some time,. S

The second method uses "elass weights" proportional to the class widor probabjlities, This

_“approach 15 more nearly optimal given that the Bayesian error criterion (minimum ekpected error)
is preferred. Class welghts may be based on any reasonably reliable source of information, In -

CITARS the weights are computed from counby. acreage estimates made by the USDA bhe previous ysar.:

Subclass welghts are simply the nunber of po:ln’cs in each sibelass divided by the total number of
poim,s in the class e
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o implemented at JSC to generate the class and subclass statistics and the Gaussian maximum Iike:
" hood-classifier on the Earth Resources Interactive Processing System (FRIPS) (reference gy,

i

3. Resulus Display ard Tebulation, The results of the classifications are dispiayed using
a discriminate threshold of 0.1%, 1Inis light threshold eliminates only those data points very much
different from the major class characterizaticiiz+—.Thresholded points are counted in the "other"
category. A computer program is used to genfirate resiits tabulations, in both printed and punch-
card form, for training fields, test fizlds, and test sections. : 7y -

Fae

3.6.2 ERIM ADP TECHNIQUES

The dlgital data processing and analysis procedures defined by ERIM for use in the CITARS study

- reflect our concern for the caleculational efficiency of recognition processors and the need for exterri-
Iing recognition sigratures from training areas to other geographic locations and/or observation condi-

tions, as well as the TITARS requirement for minimizing the need for analyst judgment. A brief summary
of the procedures is asfollows: ) ) : :

3.6.2.1 Training

) The training of the processor, that is, the establishment of class signatures for recognition,
is a crucial step in multispectral data processing. Although multimodal signatures are frequently
employed, the use of one signature per major clagss was selected for CITARS processing because of
slmplicity, processing efficlency, and the fact that a combination of individual field sigruatures
can result in a single signature that encompasses more of the variability of the class thuy io
represented by a multimodal slgnature. An objective, reproducible procedure; based on a ¥« test,
was devised to reject anomalous: Moutlier"” fields before the formation of a combined signature, so
as to develop signatures representative of healthy crops at a reasonable stage of maturity for the
time of season. Signatures for classes other than the major ones are to be included only if they
are found to be confused with the major crops on preliminary recognivion runs over training daga.

3,6.2.2 Recognition Without Preprocessing

Two types of decision algorithins are being used, a linear rule and a more conventional quadratic
rule, The linear decision rule was chosen because It requires substantially léss computer time for
recognition calculations, has been used successfully in many applications at ERIM, and has been found
ta provide comparable recognition accuracy in previous tests (reference 4). Use of the quadratic
rule will permlt another, comprehensive comparison of the two rules. Both riics apply a threshold
test (0.001 probability of rejection) based on a guadratic calculation for the signature of the
"winning! class; points failing the test will be classified as being other than the major.crops
considered. ) : :

3.6.2.3 Recognition With Signature Extension Preprocessing

Changes in atmospheric and other local conditions can cause changes in the signal levels re-
ceived at the scamner for different areas and at different times. The reglon of signature
applicabllity can be extended beyond the regien used for training by employing signature-exvension
preprocessing techniques. Non-local recognition denotes recognition performed on segnents other
than those from which signatures were extracted. Non-local recognition will be carried out once
before and once after preprocessing corrections for signature extension have been applied (for:
both linear and quadratic decislion rules). Several pranising preprocessing methods have been -
“developed (references 5 and 6) and are being tested on ERTS data at ERIM (reference 7),  Ouly
one method has been ldentified to date for use on the CITARS project —- a mean-level adjustment
procedure.  The mean-level adjustment . 1s derived irom an average over diverse ground govers within
the "local" signature extraction segment and a comparable average within the "non~loczl" segment
to be classified. cL e L R o E

'3.6.2.1  Results Sumarization AT i

' The results obtained with each procedure will be sumiarized in a standardized form for

. ~subsequent analyses of varlance. Separate summarizations will be:made for field-center pixels

" and for entire test sections.- R i e R i
. 3.6.3 DOD AP TECHNIQDES . e s |
" EOD will evaluate two techniques, One technique for single pass data and another for milgi- ~ -
- temporal MSS data.- ' R ST e R T T e

* For single pass data the ECD w1l utiii'zé the 'ISQGIS .(ﬁéfei?éﬂce.:ﬂ) blgétériné algorithm -

SR Thetr'ain:lngfields :fbr ‘corn,: éoybeaﬁs andwheatwillbesubmitbed _té- independent r'uns cnt
. Earth Resources Interactive Processing System (ERIPS) using the ISOCLS implemented clustering rousin
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to generate class and, 1f necessary, subclass statistics, e.g., corn 1, corn 2, corn 3, ete., The
training fields for Yother" will then be submitted to the same clustering scheme to generate class
and subclass statisties for all Yother",

The training fields, test fields and "test" sections will then be classified using the Gaussian
maximum likelihoed clussificatiorn: algorithm on ERIPS ard.the statisbics as previously generated with
the olustering process.

For multi-temporal data ISOCLAS will be used to separaté spectral classes, A linear combihation
of features will be selected using and EOD algorithm (reference 10) and classification will be similar
to the uni-temporal technique.

3.6 PHRFORMANCE COMPARTSONS ' R Al

The basic questions proposed in the objectives will be answered by a series of analyses of -
variance. There will be two basic quantities which willl be used to characterize the crop identifica-
tion performance of the ADP techniques.  These are (l) ey 132 the estimated probability of classifying
a non-boundary pixel from class i as class j and (2) pi = pi, the estimated proportion of class i
minus the true proportion of class 1.

. In order to campute the ey from the ADP results, pixels which correspond to ground cover :
classes i‘and j-must be preciseiy located with respect to the ground truthed areas, Test fields L
will be chosen to exclude agricultural field boundaries within pixels and also to exclude known : =
inhomogeneities in the field, such as flooded areas, etc. As vill be discussed later, accomplishing *
this task was difficult and required the development of new technology

Since In an actual remote senging situation, the classification em"or' resulting from pixels
containing agricultural field boundaries (boundary pixels) and the error resulting from field
inhomogeneities may represent a large part of the error, some method is required to estimate these
errars. The use of e to accomplish this was decided to be impractical because of the difficulty
in locating the plxels éontaining Tleld boundaries, Thus it was decided to use the proportion esti-
mate to characterize this error. p, will be computed for "pure test pixelo" as well as for the
agricultural sections znd.the diffePences in the resulting proportion error vectors will be used to
estimate the error contribul ion resulting from boundary pixels and Tield inhomogeneities.

In addition to the perfor'rnance quantities discussed above, some attempt will be made to .correct
the proportlon estimates for statistlcal bias which is expected to result from misclassification,
Two. methods have been proposed for-accomplishing this and the corrected D, -using each method:
(Gescribed below) will be compared to the p, as determined from the photo™interpretation to deter'—
mine if either method improves the proportidn estimates.

3.7 FACTORIAL ANALYSES FOR PERFORMANCE COMPARTISONS

For per'foﬁnance comparisons several dependent variables will be calculated for each of the 20
test areas per segment, The quantities eij will be estimated. as discussed previously.

" The proportion estimates ﬁi will be computed in one of three ways:

1. f)i =ny/N

1

2. P;
~ " 1 =l
3P = § BTn)

By ng/N

]

where n; = nurber of pixels classified as 1.
N-= total number 'of pixels m area. to be clasglfied. -

By = ‘regression coefficient obtained by comparing n; /N with the true pr‘opor'tion p for

pilot data
[ = matrix of eij's obtaﬁned ﬁ-om pilotkdata." =
n = vector of n,'s. : ' =

Note that methods two and thr'ee, require the use of “pilot" data i.e., additional ground truth used
to obtain estimates o:f‘ E or: Bi
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Once a dependent variable is decided upon 2 typical analysis will consist of () obtulning coll
means of the dependent variable over various combinations of factors, (k) perionnir@ \m arsedysio of

‘variance,

4, PFIRST RESULTS FROM CITARS

CITARS as designed and described above, was originally scheduled to begin in early Jurie 1973
and to be camplete by October 1974 with a majority of the actual ERTS data processing complete by
April 1, 1974; However; as of April 1, 1974, ‘CITARS is approximately 90 days behind schedules. This
slip resulted primarily from difflcultic.s encountered in f{ield boundary courdinate location in tho
ERTS imagery (to be discussed momentarily).

Complete as of April 1 is the acquisition of grourd truth by ASCS, the aircraft acquisition of .
large scale color IR photography, the interpretation of that pho‘cog;r’aphy for supplemental ground

*truth, data quality evaluation of the ERTS data, and the geometric correctlion and registration of

that data. To be completed are Test, Training and pilot fleld coordinate determination, ADP proces—
sing of the data and thesubsequent performance compariscns, ‘The remainder of- this paper will be
devoted to a discussion of the completed portions of CITARS.

4.1 DATA ACQUISIEION » w o

Data acquisition consisted of three major efforts; the periodic visitation of each segment Ly
ASCS ‘persormel for crop type identification, the periodic acquisition of large scale aireralt photop-
raphy. and ERTS data acquisition.  Each of these tasks have been completed and with some exceptions,
each effort has provided data adequate for the accomplishment. of the CITARS objectives.

N 1.1 GROUND OBSERVATIONS

ASCS persomnel: completed all field visits to all segments. In addition, they made additional
visits.in the Fayette County, Illinols segment Lo determine additional training and test fields for

-wheat which were required as a result of late and mcomplete a:chme coverage oi‘ Fayette County in
- early June. :

Table 1 summarizes for each county the amount of acreage, the total number- of" fields by class )
and- the average fleld size for the fields in the 20 ASCS June identified quarter sections. ' In-addi-
tion to these and the other ag data discussed in section 3.3, ASCS personnel successfully used the
solar: photometers to record atmospheric optical depths on successive ERTS orbits over the segments.
For scme -of these. segments, there are considerable differences in the atmospheric: state from one day
to the next.  Thus by training on a segment and classifying it on the subsequent ERTS orbit, the
effect of atmospheric differences on crop identlfmatlon performurice can be evaluated.

4,1.2 AERTAL: PHOTOGRAPHY

Aerial photography was used for field annotation, extension of ASCS ground truth via photo inter-
pretation and mensuration of fileld acreage. For accurate-photointerpretation,  large scale color infra-
red: photos were specified.. This photography was acquired each 18 days from June through October by
the Beridix Queen-Aire Alrcraft at U km altitude using a Fairehild 224 camera. For accurate mensuration
of fields, data was acquired in July and August with a Zeiss metric camera flown in the ERTM C-46 at
about 4 km-altitude, Base photography for the annotation of ground truth was acquired with an RL,—S
camera. carried at 18 lmx by the NASA RBSTF.

- Camera problems, e{cessive cloud cover a.nd incorrect flight lines. rendered some of the test and
training sections.in the Bendix photography unuseable. = Some sections were also incompletely covered .
by the C-16. However, combining the photography from these two sources proved ‘adequate for the CITARS
reqmrements R ' ; ; ;

ll Jdi3 PHOTOINTERPREI’ATION i

- The photointerpretation tean at EOD has completed the tu‘.SI{b of dehermm_ng crop idenm.ficatmn,
areal proportion ¢f each crop, row direction and width and any. £ield anomalies for each of twenly .
agricultural sections in all CITARS segments. This Job which took about: & months Trom ‘the auqui _ition Lo
of the first photography was. completed within three weeks of the crlgmllly proJect.c:d schedule: . About

‘18 man months was expended in the effort, The photointerpretérs, Using large scale color IK phowg;— :

raphy acquired 6 times during the growing season; identified 23 or 2k agricultural sections in'each:
segment . . The photo. interpreters trained in 16 or 17 of the ASCH guarter sections,’ Three or four ai‘
the remaining guarter sections were withheld: from the photointérpreters, but were included in the: full -
sections -to be interpreted so that o comparison of* their results to.the ASLS identifications could . be
made. The photointerpreters d:ld not lmow Whlt,h oectiont contained the Le*‘( quurter sections,
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“each 18~day period. Since there were six periods of interest, from early June fo early September 1973

made for each spectral band on a digital display to determine the presence of gny lines of bad data

. every 30th point for all cases, every line and every sixth point for many, and every line and every

Comparisons ofi the ALCH erop ldentifications to the PL identvifications have been completed in
3 of ‘the 6 CITARS segments. In these counties the percent agreement with the ASCS identifications
was 94% for soybeans; 96% for gorn and 163 for wheat. These are percentares of fields with a sample
of 32 soybean [ields, 27 corn/fields and 6 wheat [lelds. Of the 2 soybean Pields misidentified as
other, one leld was plamted’ R weeks late and the other one 6 weeks late, “ihe corn field misclussi-
fication may be a result of mistaken field labeling. This problem is as yet unresclved. The wheat
problem 1s a different matter sinde the [lrst alreraft photography of June 28 was sequired during
wheat harvest. Thus the photointerpreters had only mature (low IR reflectance) or harvested wheat
imagery which proved inadequate Tor wheat recognition. ’

4.1.4 ERTS-1 MULTISPEGTRAL SCANNER DATA
The ERIS-1 satellite passed aver each of the six test segments twice (on successive days) during

a total of 72 data sets were potentially aveilable for processing and analysis. Cloud cover problems
were ddentified by reference to the ERTS data catalog and visual inspection of imagervy where available.
Of the 72 possibilities, rloud cover was severe enough ( 20-30%) on 41 sets to cause their rejection
outright, no data were collected for two sets, and several others were eliminated for other reasons.

A total of 23 sets were selected for analysis and several of these were found to have cloud problems
upeon detailed examination. . Thus, roughly 00% of ihe data sets were gliminated because of excessive
¢loud cover. Table 2 summaizes the cloud cover ntatistics. }

A majority of the selected data were of good quality. MHowever a few problems were ohserved which
are affecting data analysls procedures and/or results: (a) occasional erratic data throughout individ-
ual scan lines or portions of lines, (b) detector-to-detector® differences among the mean vulues
obtained from the six detector channels that comprise each opeetral band as averaged over a large
sample of the data and {(¢) differences in the variances observed from’ the detector charmels over the
same data sample. ER i :

ERTS~1 data quality was assessed by several different methods. ‘Fi_rst:_, visual inspectlon was

through one of the 5 x 20 mile segments. More than half (14) of the 23 seta had no bad lines, and
the worst were one with 8, two with 19, and ohe with 4Q bad lines. Next, histograms and sampie
statistics (mean and standard deviation) were computed for samples of the data ~ every lire and

point for a few, These statistics were calculated separately for each detector in each speetral band;
unrotated ERTS data were utilized for these tests, R

B One would expect some variatlon between values in the various detectors, because each is call~
brated separately. To evaluate the degree of similarity between these statistics, a mean, m , of

the six detector means was caleulated for each spectral band, as well as the sample standard"devia-
tion, sy, of the individual values Trom that overall mean. The ratio, s,/m,, was camputed for each
data set and a histogram of these values ls presented in Figure 3.  All values lie below 3%, except
for one of 9,3%, which cortesponds to the data set with 40 lines of bad data, No clear relationship
gould be found between the number of bad lines and sy,/my values below 3%. The nurber of good lines
present was sufficient to mask effects of a few bad lines, and chamel~to-channel vardiations existed -

in all data. .

o Similarly, the detector value standard deviations were analyzed and a histogram of sg/my is pre-
sented in Figure 3. In this instance, the s/m values exhibit considerably more spread than they do =
for the detector means. Most values are <5%, but they scatter up to 24%, with an extreme of 87% for
the U40-bad-line case, Here sgaln, except for extreme values there was no apparent direct correlation
between sg/my and the humber of bad- Lines present. : : S

The question now nrises regarding the malysis of data exhibiting problems associated with
¢louds, lines of bad data, and chammel-to-channel variations, Test sectlon, test fields, and train-
ing fields affected by clouds and/or bad lines were determined by inspection and eliminated from the
analysls,  The one 'data seb with 10 bad lines is being analyzed -in three bands only, since all bad
Lines were in the same band. . One could fransform-all data values to equalize the means and/or vari- -
“ances in.each set of detector channeéls (onltting bad-line values) and perhaps effect some improvement
in recognition results. - However; geomebric correctlion and spatial registration operations were being
applied Lo these dabta: sets in’parallel with the.data quality evaluations; so it was decided to start:
- agadn and carry out radiometric correction procedures only if poor recognition perfommance were. i
obtained arxl dppeared to be atiributable to such differences. S o

¥Datector is used here to denote the entire signal channel from irdividual detector element to CCT. .
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I 4.2 ERTS MSS DATA PREPARATION
. 1,2.1 GEOMETRIC CORRECTICN : U

The digltal form of the ERTS data (CCT's) contains several geometric distortions,  These
distortions include: scale differential, altitude and attitude variations, earth rotation skew,
: orbit velocity change, scan time skew, nonlinear scan sweep, seun angle error, and frame rotation.
e The major errors are the scale and skew errors., Also, rotatlon to North-orientation is highly
desirable. A two-step process, developed by LARS, to recmetrdeally correct ERTG data over small
areas has been applied to all data for CTPARS (reference 11).

Briefly, the procedure uses four linear transformations to correct or adjust for horizontal
and vertical scale diffevences, rotation; skew due to earth rotation and output scale factor. 'The
process assigns radiance values in a rescaled, rotated, and deskewed coordinate system using data
“from the existing grid, i.e., the raw BRTS data. Because a fixed geld output device 1s used (1.¢.;
line printer or digital display screen) some interpolation is required to produce new samples., The
point nearest the desived sample lma’cion is used to represenL the value at the desired location
("Nearest Neighhor Rule'),.

The procedures are fully described in reference 11. The outpub f{orm used for CITARS is sugh
that when the data 1s printed on an 8 line per inch, 10 column per inch computer line printer the
rvesulting scale is approximately 1:2/,000 and the image: is Northubrienteci (Figare L), Comparisons
made using topographic maps indlcate about a1 to 2% seale error. ‘ E

4.2.2 SPATTAL REGISTRATION OF TIME SEQUENTIAL, ERTS DATA | S

Registration of multiple images of the same scene 1s acvomplished through use of the LARS
image registration system described in reference 12. The overlay processing operation consists of
; , two basic operations: (1) image correlation and (2) overlay transfommation. Many Tactors exisi)

* which prevent exact overlay of the images, thus this operation is approximate. Two major errorg’”
ave; (1) It is unlikely that the samples from one time were Imaged from exactly the same spot-ds
samples from a later satellite pass; thus, in general, no data exlsts which exactly overlays~ior
both times even 1f no other errors were pvesent ard (2) Due to changes in the scene and other
"noise" sources the two images camnot be exactly correlated or matched. The overlay preeedurs used
consists of the following :

1. Initial checkpaoints or matching points are manually selected in the two imag,e.; to be
over]ayed using a digital display: screen,

2. A two dimensional least squares quadratic polynomial is generated to represent the L
difference in position of points in the two images. o f»

3. A block image cross .correlator is employed to find the remaining image dihleCElﬂenL
at the nodes. of''a uniform grid using the approximate overlay polynomj.al generated in reference 12.

i T . 4, A new averlay polynomim is generated from the correlator produced set oI‘ checkpomt;*
! o . and used to actually overlay the images. 'The two images are combined onto one data tape and a new

. -data set is formed having M#N  chamnels where M- is the number of channels from dmage & and X
" is the number of channels from image B. - :

5. The over-lay data tape is inspected to check ,image guallfy and overhy guality, Precisce
evaluation of overlay accuracy is difficult. A measure of reglstration error is-obtained from the bR
residual of the least squares polynomial; this statistic averages 0.5 of an image sample, FMS (Table 3). i
However, crop identification performance obtained when using field coordinates selected from a base . :
period will be compared to performance when using coordinates located in data which has nict been E
registered ! : . : i

b, 'I 3 SECTTON. AND F‘IELD COORD]NATE LOCATION

! o I.oca‘bing section and fleld coordinates in the ERTS data has been a ma;]or ’cask preparatnm to
: : classifying the ERTS data. This task was first attempted uring a manual method: for location of
fields in ERTS data displayed as single-band gray-scale line printer maps (reference 13). This
required that field boundaries be easlly distinguished in the imagery. In cases where there was
. minimal spectral contrast among crop flelds, non-supervised classifications have been performed to ;
produce an enhanced image. Whether using gray-scale or camputer enhanced images, reasonably - ] R
‘ large fields are requ:lred to assure that, p:l.xels are-selected from within the I‘ield boundaries

With the ‘CITARS data, t‘nere was. little contrast among,. Tields. of mterest since the first data L e
was collected early in the growing season (June 8-12). For :lnstance at thib time of ‘year eurn m} S

| . . v
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soybeans were only a few inches tall and the spectral response was primarily from the soil. And,
roads were not as vislble in the imagery as they penerally are in data collected later in the season,
Also, many fields were small (< 20 acres). Therefore, procedures for accurately locating fields,
when individual fields could not be clearly seen in the imogery, were required to meet project
reguirements.
To improve the aceuracy of the manual location method, ERTS images were geometrleally
corrected and and rescaled te produce a nominal 1:24,000 soale map on a line printer (reference 11),
This product alone made the locvation of fields more _prec.ise and more rapid than it would have been
on uncorrected data. Photo overlays were prepared with section and field boundories outlined. The
. initial overlays, made from photography enlarged to a nominal seale of 1:24,000, were helpful, but not
completely satisfactory due to distortions in the photo, Following this reobified phqtogruphs were [
p;od%g%csl at a scale of 1:24,000. This produst could be manually averlald to the line p inter maps of
the data.

After manually locating all field ard section conrdinates in the ERTS data the preclalon was
st1ll not adequate to meet the requirement ofta maximun ervor of (ne pixel. Therefore, a previcusly
developed, computer-assisted procedure was employed by ERIDM £o locate section cormers and define ERTS ¢
data coordinates for sections (veference 14), ‘A map transPormation from Earth coordinates on a
rectified aerial photograph to ERTS data coorriinates was caleulated for each segment using roughly
30 control points for each caleulation. The control polnts were located visually in the rotated
and geometrically corrected ERTS data and by coordinate digitization on the photograph, A map
transformaton then was computed by the method of least squares; ERTS coordinates of the few control
polnts with large residuals (>1 pixel) were checked ard modified or deleted, as appropriabe, and
the transformation was recomputed. Next, the transformution was applied to a1l section corners of
interest (whose locations on the phot:ograph had been digitized at the same time as the eontrol
polnts) to find their fractionsl line and column coordinates in the ERTS data, Final standard errors
of estimate (for control points) were less than 0.5 ard typically between 0.2 ard 0.4 ERIS pixels,
1.e., 15 to 30 mebers on the ground.  The RMS. error in digltizing the location of the individual
points was on the order of three meters on the ground- (errors of ronghly 0,005 inch or less on a
photograph at a scale of 1:24,000).

These sectlon corner coordinates (caleulated in fractional ERI’S line and cclumrx coordinates)
were used to locate field boundaries of individual fields within the sections. A major advantage
of’ the procedure 1s that it preserves the relative posifions of all points considered with an
accuracy that cannot be matched manually.  Another feature of the ERIM procedure was utilized to
generate FRTS data coordinates for each outlined section. All pixels whose centers fell inside
lines cotnecting the vertices (again, locabed by fractional coordinates) were automatically

~Aneluded on coor‘dinate definition cards. )
i

14.3 ADP ANALYSIS OF THE ERTS DATA

" AS a result of the diffieulties encourtered with the field boundary selection problem, the
ADP analyses of the ERTS data and the subsequent performance comparisons as specified by the CITARS
design plfm, have not been completed. - However, the preliminary analyses to date merlt some brief
discussion. :

The most sip;vificant result to date, is the amount of training data acquired from the 20 quart.er
- sections in each of the 5 x 20 mile segments

To insure that the pattérn classifiers were being trained only on Upure! and correctly
identifled ground classes, the CTTARS task design specified that training data come from the
quarter sections visited by ASCS persomnel and that no pixel (ERTS data resclution element)
whrilch contained a boundary between different ground c¢lasses be used in the computablon of training
statistlcs. . During the CITARS desien phase, the amount of ground truth required for classifier
training was estimated by assuming that ten times the mwber of channels used for classification
would be required to train the classifier for each ground cover class, Thus based on 20 ground
cover classes, and Tour channels; 800 "pure" or nin-boundary pixels would be requived for training.
Other rough calculations (reference 15) indicated that no more than about one half of all acquired
pixels would contain agricultiral boundaries based on a preliminary estimate of a 20 acre average
field size for Indiana and Illinois. Thus for ERIS pixels of 1.1 acres in size, roughly 1600 acres
would be required.to obtain the 800 "pure" training pixels. In agddition, an equal additional
amount of training date was reguired to form replicate training sets to'determine the effect of
training set selection on classifier performance.. Thus ALS was requested to visit «and iderxtify
twenty 160 acre quarter sgctions to obba,in 3200 acres for training purposes.

It 18 of interest to see how this design worked out in pracblce. In each of the CITARS 5Eg~
ments, training field boundaries have been selected and final bowidary adaustments are. nearing
c‘ompletion Based on the number of training plxels selected to date, Figure 5 plots the pércent

of the tmin:lng; acres actually _\elec’ced as “purea" tr-aining pixels versus the average field size

ORIGINAL PAGE IS - | |
OF POOR QUALITY] 23




in the ASCS quarter sections. Except for the anomely in Livingston County (yet to be explained)
the shape of this curve 1s as one would expect, IHowever, the percent usable pixels ave muich
smaller than the early estimates of 50%. This is a ves ult of a subsequent design change in CITARS
to include a row of "puard" pixels between the agricultural field boundary and the tralning field
bpundary. This was done to isncrease the probability that only non-boundary pixels were choser for
training, but prevented the selection of pixels in many fields, especially ones less than ten nerco
(20-40% of the fields) and larger but narrow Tlelds.

5. SUMMARY

The CITARS task was designed as carefully as possible to insure an objective and quantitative
agsessment of the crop ldentification performance of currently available classification algorithms
and procedures,

The ADP procedures were written to minimize the amount of subjective human interaction, This
was done to permit a quantitative and repeatable evaluation of classification techniques which could
‘e aubomated for operational implementation.

For the resources available, a data set was designed to permit an objective evaluation of these
techniques over a wlde as possible range of agrleultural and climatological conditions. An extensive
data set has been collected and the utmost care has gone into the preparation of this ddta set for
ADP crop identification performance evaluation.

Based on the data set acquired and the stated objectives of CITARS, & factorial analysis has been
designed to obtain the maximm amount of reliable Information regarding Cld.SSifiEI‘ performance.

At this point in the progress of the CITARS ta’ , the most major problem encountered was the
selection of field boundaries in the ERTS data. Thie problem resulted from the regquirement that
no plxels which contained boundaries between different agricultural classes were included in the
training or test data. Thils problem had to be resolved through the implementation of recently
- developed technology and has resulted in a 90 day delay.

At this point, the combination of ASCS fleld visits with interpretation of low altitude
temporally acquired photography appears to be a relatively cost effective ard accurate method
for assumbling a large ground truth set with stringent design requirements.

Of the 72 possible ERTS acquired data sets roughly 60% of the data sebs were unusab e as.a
result of excessive cloud cover. Of the remaining sets the electronic data quality was acceptablp
. for processing. :

ACKI\TOWLEDGEVIEI\IIS
" The authors wish to thank thase at ERIM, LARS, and EOD, who devoted ard are contirming to devote

thelr time, talents and effort to the design, implementation and execution of the CITARS task. Thare
are too many to 1ist here, but their work should gain the recognition it deserves as CITAB» reg 2ats

A appear in the literature.

REF“E.RENCEo

1. P, H. Swain, 1972. "Pattermn Recog;niticm‘ A Basis for Remote Sensing Data Analysis", LARS
Information Note 111572 I.aborator'y for Applications of Bemote Sensing, Purdue Universit.y, ¥. Iaf’ayemp,
Indiana. .

, Laboratory for Applications of' Remote Sensing Staff, 1973. "LARSYS Version 3 User's Manual.”
T, L, Phillips (ed.). TLaboratory for Applications of Remote Sensing, Puardue University, W. Lafayette,
Indiana, -

3. 7B, JiDavis ard P H. Swain 5 1974, “MAn Autemated and: Répeatable Data Analysis Privcedure
for Remote Sensing Applications."  Proceedings of Ninth Inter'national Symposium on Remote Sensing of
Envirorment.  Ann -Arobor, Michigan, April 15—19 197

4, R.B. Crane and w. Richardson, YRapid Processing of Multispectral uca.nner Data Using Linea.r'
Techniques", Presented at the Conference on Earth Resources Observation and Mnformation Analysis
System, Tullahoma, Tenriessee, 13—‘4 March 1972, Report 31650-107— ]

54 F T Klr'iegler1 W. A. Ma]ila R. F. Nalepka, ard W. Richardson, "Prepz’ocessmg; ‘Iransi‘om'z—

‘tions and Thelr Effects on Multispectral Recognit'ion" Proceedings of the Sixth Inhematioml
Symposium on Remote Sensing of Envirorment, Ann Ar'bor 3 Michigan, October 1969, :

22




G. 'R, F. Nalepka and J. P, Morgenstern, "Signature Extension Techniques Applisd to Multi-
spectral Scamner Data', Proceedings of the Eiphth International Symposium on Remote Sensing of
Ivironment, Ann Arbor, Michigar, 2-6 October 1972.

7. W. A, Malila and R. P, Nalepkz, "Advariced Processing and Information Extraction Techniques
Applied to IRTS-1 MSS Date", Presented at the Third ERTS Symposium, Washington, D. £., December 10-13,
1973.

8. R. T. Minter, "Computer Program Documentation ISOCLS Tterative Self Organizing Clustering
Program, Progrom CO94", Prepared by Lockheed Electronices Company under contract NAS9-1220C, October
1972, .

9. Earth Resources [nteractive Processing System (ERIPS) User's Guide, Volume I and II', Prepared
by IEM under contract; NASO-996.,

10. X, Baker, "A User's Gulde to the University of Houston Linear Feature Selection Program
(Program 0010)", NASA Working Document, October 12, 1973. :

11. F. E, Anuta, 1973, "Geometric Correction of ERTS-1 Digital Multispectral Scanner Data,
LARS Information Mote 103073, Laboratory for Applications of Remote Sensing, Purdue University,
W. Lafayette, Indiana.

12, P. E. Anuta, 1970, “Spatial Registration of Maltispectral and Multitemporal Digital
Imagery Using Fast Fourler Transform Techniques", IEEE Transactions on Geoscience Electronies,
8:353-368. .

13. M. E. Bauer ard J, E. Cipra, 1973. "Identification of Agricu’tural Crops by Computer
Processing of ERTS MSS Data", Proceedings of Symposium of Significant Results Obtained from FRTS-1,
New Carrollton, Maryland, March 5-9, 1973, pp. 205-212; ard LARS Information Note 030173.

14, W.A. Malila, R. H. Hicber and A. P. McCleer, 1973. "Correlation of ERTS MSS Data and Earth
Coordinatie Systems", Proceedings: of Conference on Machine Processing of Remotely Sensed Data, Purdue
University, W. Lafayette, Indiana, October 16-18, 1973, ERIM No. 193300-18S4/7.

15. R. F. Nalepka and P. D. Hyle, "Estimating Crop Acreage from Space Simulated Multispectral
Scarmer Data', NASA Report NAS9-9784, p. 8, August 1973.

23




24

5 x 20 ML
64000 ACRES

1 SECTION”"]
640 ACRES

ERTS
OVERLAP

STUDY AREA GOUNTIES GROUND TRUTH

ILLINOIS INDIANA ASCS — 20 QUARTER SECTIONS

4. LIVINGSTON 1. HUNTINGTON (WHITE) EACH ERTS PASS
5. FAYETTE 2. SHELBY

PHOTO INT. — 20 SECTIONS
6:. REE 3‘_wHITE . (BLACK) EACH ERTS PASS

FIGURE 1. . CITARS ERTS DATA SEP DESIGH




: ' OBSERVATION KEY
ASCS SUPPORT FOR CROP 1D TECHNOLOGY ASSESSMENT R TOMMERT

. GROUND OBSERVATIONS SUMMARY
’ EARLY IN CYCLE:
COUNTY . .DATE QOBSERVER i “-BARE SOIL

TOWNSHIP __ RANGE v SECTION. (MW, NE, SE, SW) QUARTER 51 RESHEY CUCTIVATED

FIELD | ACRES | CROP | WEIGHT | STAGE OF |____ROW GROUND | OBSERVATIONS] 4-VOLUNTEER
0 | (EST. : MATURITY {DIRECTIONJWIDTH} ~COVER 5-REPLANTED
1 2 3 4 5 6 7 8 9 6-REGROWTH

HOMOGENIETY:
11=-THIN STAND
12-DROWNED SPOTS
13~SKiP ROW PATTERN
14=STRIP FARMING - .*

LATE IN CYCLE:
21-HARVESTED
22~PARTHARVESTED

. 23-GRAZING
24-DEFOLIATED
25-WIND ROWED
26-CHOPPED FOR SILAGE
27-TiLLED AFTER HARVEST

SIRESS FACTORS:
31-DROUGHT DAMAGE .

32-EXTREMELY WEEDY"
33-PLANT DISEASE
34-NUTRIENT DEFICIENCY
35-HAIL DAMAGE :
36-LODGING

37-(NSECT DAMAGE

SURFACE MOISTURE:
41-DRY - "

: 42-MOIST
: G 43-WET
ROW DIRECTION KEY-COLUMN 6 GROUND COVER KEY-COLUMN 8 COMMENTS: - 44-STANDING WATER
G -NO ROWS : - 0- 0-5 : , T 45-IRRIGATING
- 1-5-20% —— ~QTHER:

2-20-50% 51
3 =NW = SE * 3= 50-80% :
4 - SW-NE ; 4~ 80-100%
5 - CONTOUR N

_FIGURE 2. ASCS GROUND OBSERVATION SUMMARY FORM FOR. CROP IDEATIFICATION AND CONDTITION

. ORIGINAL PAGETS
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FIGURE U, Comparison of original and geometrically corrected and rotated ERTS-1
MSS digital imagery. Upper image is the original, Lower lmage 15 skew
and scale corrected and rotated to North. Scale 1s such that when this
data 1s printed on an 8 line per inch, 10 coium. per inch camputer lire }
printer, the resulting scale will be approximately 1:24,000.

ORIGINAL PAGE IS
OF POOR QUALITY
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'AVERAGE FIELD SIZE (ACRE)

A LIVINGSTON
’30 - -
o SRR ALEE A WHITE
20 }- © ASHELBY ;
o A HUNTINGTON
A FAYETTE
10 |-
1 S PR AU BN SR
5 10 - 15 - 20 25 30

PRECENT PU'RE':PIX‘ELS IN ALL FIELDS

' FIGURE 5. Percent of Non-boundary Pixels Selected for Classifier Training
S * Versus.the Average Field Size in the ASCS Quarter Sections -
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TABLE 1. SUMMARY OF ASCS IDENTTFIED QUARTER SECTTIONS

CORN

COUNTY S0Y. WHEAT OTHER TOTAL
ACRES 1498 813 36 620 3550
Lee NO. FIELDS ° L2 © 3l 2 34 160
AVG. SIZE 35.6 26.2 18.0 18.2 22.1
ACRES 1239 1073 39 569 2969
Livingston NO. FIELDS 33 27 27 33 87
c : AVG, SIZE- 37.5 39.7 19.5 17.2 34,1
ACRES 733 287 Ii6 1358 3193
Fayette NO. FIELDS 37 11 26 92 . 217
AVG. . SI7E 19.8 26.0 16.0 - 4.7 14,7
ACRES 1836 510 38 950 3753
White .NO. FIELDS T} 13 2 41 146
. AVG. SIZE 43,7 39.2 19.0 23.3 . 25.7
ACRES 1888 5HQ 323 753 3648
Shelby NO. FIELDS 71 24 15 61 - 189
' AVG. SIZE 26.5 22.5 21.5 -12.3 19.3
: ACRES 831 318 63 986 2756
Huntington NO. FIELDS 39 25 <6 54 148
e AVG. SIZE 21.2 24,7 - 10,4 18.3 18.6
ORIg
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Table 2. Percent Cloud Cover over CITARS Test Sites buxingfifRTs Passes,

" i DEEe .
Segment Pass® June June July August - August September
: 8~12 - 26=30 ~ 14-18 1-5 19-23° 6~10
Huntington Co., 1 A b'S X X X X
Indiana 2 A X A X A X
Shelby: Co., 1 A X~ B. X c B
Indiana 2 X b X X X X
White Co., 1 A X. S X X X X
Indiana 2. X b.d X X A c
‘Livingston Co., 1 A X B "B e X
Illinois - 2 X c X X X X
Fayette Co., 1 A X A X A X
Illinois 2 A A - A X X X
Lee Co., 1 X X ‘B X X X
Illinois 2 X e A A X X
Percent (Cloud Cover. *Segments .are located in ‘overlap areas
A O-5 , o between. ERTS passes on successive days
B. .6 - 15 ' ‘
€16 -~ .30

X 31 - 1.0(_)-*

B
7




Table 3.

RMS Error of‘Spatially Registered Multi-temporal

 OF POOR QUALITY

ERTS Data., :
Number RMS Error
Segment Period Checkpoints Lines ‘Columns
Huntington 1 30 .44 .36
3 27 .31 .39
7 51 .30 .43
Shelby 3 23 .63 .38
' 5 9 .27 .27
6 43 .30 .47
7 59 .31 .43
white 5 61 .32 .39
6 16 .28 .14
' Livingston 2 32 .31 .44
: 3 9 .44 .37
4 9 .16 .87
Fayette 1 a1 .39 .33
2 52 .37 .29
3 53 Ti.44 .34
5 19 .57 .39
Lee. 3 "100 .34 .58
4 84 .32 .41
ORIGINAL PAGE IS
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