LARS Information Note 021171

Description and Results of the
LARS/GE Data Compression Study

by David Landgrebe

The purpose of this Information Note is to report the results of an evalu-
ation of the sensitivity of a maximum liklihood pattern classification system
to several data compression schemes in the face of noise. The compression
schemes were suggested and implemented by the General Electric Company under

contract to NASA.l

At LARS, a data system parameter study has been underway for some time.

The purpose of this study is to determine the sensitivity of system performance
to such data system parameters as spectral and spatial resolution, signal-to-
noise ratio, registration precision, data compression and others.

As a result of these joint interests by LARS and GE, a cooperative study
into the effects of the G. E. data compression schemes was initiated. The steps
followed in this study were as follows:

1. Suitable flightlines were jointly selected for the study. It was decided
initially to pick flightlines which were typical of agricultural scenes, but
which also had been well studied in order that anomalies would be understood.

The flightlines selected are indicated in Table 1; and all are data collected by
the Michigan multispectral scanner system over Purdue flightlines. This data was

written onto tape by LARS and transmitted to G.E.

lMultispectral Scanner Data Redundancy Study, NASA contract NAS5-21151,
Project Manager: Mr. Ronald Kern, Room U2450, General Electric Company, Valley
Forge Space Center, P. 0. Box 8555, Philadelphia, Pa. 19101

Technical Monitor: Ifr. Joseph Silverman, NASA Goddard Space Flight Center,
Greenbelt, Maryland
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Flight Line

ClL June 66
C2 June 66
Cl July 66
C2 July 66
Table 1.

.-
Run Number
66000600
66000800
66007700

66007900

Flight lines of data selected for test

No.

of Scan Lines

93l

887

1111

1144

2. It was originally intended that G E. would combine appropriate spec-

tral bands of the l2-channel data so as to simulate the 4-bands of the ERTS

scanner. Lt was later decided, howecver, that four of the scanner bands were

already sufficiently near to the four ERTS channels so as not to require the

use of a combination of scanner bands.

channels with the airborne scanner channels used.

Table 2 shows a comparison of the ERTS

The second step thus became

the processing of these four bands of data through data compression algorithms

and appropriately re-expanding the data as will be described below.

done by G. E.

ERTS
Channels - um

.50-.60
.60-.70
.70-.80

.80-1.1

Table 2.

Adrborne Scanner
Channel used - um

.52-.55
.62-.66
.72-.80
.80-1.0

Spectral band comparison

This was

Channel

Number

6

8

11

12
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3. The re-expanded data was returned to LARS and data classifications
were run using the LARSYSAA data classification system. A quantitative
evaluation of these classifications using test fields compared against a like
classification of data not having been compressed and re-cxpanded was used to
evaluate the effect of the compression schemes on the classification accuracy.

It was later decided to test the compression schemes and classification
accuracy in the face of additive noise simulating a2 decreased signal-to-noise
ratio due to detector noise. The details of the noise generation and ~ddition
together with a description of the compression algorithms tested will be given

next.

Description of Compression Algorithms
Four different compression algorithms were tested in the manner described
above. Each of the four was also tested with two different noise levels. The
descriptions of these algorithms which are provided here are taken from private
correspondence between LARS and G. E. The descriptions are as follows:

Compression Algorithm Number 1 - Sampled Element - Unscaled

The technique here is simply to transmit only every fourth sample as
follows:

In each scan line transmit sample 1 of channel 1, sample 2 of channel 2,
sample 3 of channel 3, sample 4 of channel 4, sample 5 channel 1, sample 6
channel 2 etc. The reconstruction consists of replacing the missing pixels
(samples) with pixels of the same intensity as the last sample transmitted in
that particular band. In this case, since only 1/4 of the data is transmitted

the resultant bandwidth reduction is 4 to 1.
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Compression Algorithm Number 2 - Sampled Element - Scaled

In this scheme, alternate picture elements are sampled in the same fashion
as in compression 2lgorithm number 1; thus, only 1/4 of the picture elements
have been retained at this point. However, in this case, all four channels are
summed prior to sampling to create a luminous channel called the Z or intensity
channel. All samples of this channel are also transmitted to the ground; thus,
a full bandwidth channel is used for the luminous channel, whereas each of the
four sample channels requires a 1/4 bandwidth channel. Therefore, the net
amount of data transmitted is equivalent to two full channels, and the net band-
width compression is 2 to 1.

The following is a description of the ground reconstruction used for this
algorithm:

Consider band 1. If this band is sampled in the first, fifth, ninth, etc.
pixel, these same pixels will be used directly to fill those pixels in the re-
construction. However, the reconstructed values of pixzels 2, 3, and 4 are the
values sampled in pixel lltimes the ratio of intensity that existed in pixel 2
divided by that in pixel 1, pixel 3 divided by pixel 1, and pixel 4 divided by
pixel 1. Likewise, the intensities used on reconstruction of pixels 6, and 8
is that sampled in pixel 5 scaled by the intensity difference between 5 and 6,
7 and 8.

Compression Algorithm Number 3 - Low passed filtered with mixed highs

In this case, the data is low passed filtered digitally in each band using
a filter time constant equivalent to one pixel in width. The low pass filtered
version of the data is then subtracted from the original data in each band to
obtain a high pass filtered version of that band. Next, in each pixel, the four

high pass filtered versions are added and divided by four. This gives a new




final high pass filtered version, which may be considered a high pass filtered
version of the luminuous or intensity channel. This final high pass filtered
data is then sent to the ground. It rcquires one full bandwidth.
Simultaneously, the low pass filtered data is sampled in the manner of
the compression algoritinm nu:ber»l; that is, each band is sampled once every
four elements. These data nre nlso sent to the ground. The total compression
thus achiewved by this algorithm is a factor of two. The reconstruction in each
band depends upon the last sampled pixel in that band and on the high pass
filtercd data sent to the ground for the particular pixel in question.

Comnressicn Algorithm HNumber 4 - Three-band Compression of Gray Scale and

Resolution. In this scheme one band would be sent to the ground uncompressed
and the other three bamls would be selectrively compressed in gray scale and in
resolution (by not campling cach pixel). The details of this algorithm are

descrilbed in a memo surplied to LARS by G.E. and attached to this information

notc as Appendix A.

As pravicusly rmentioned these algorithms weve to be tested in the face of
additive white Grussian noise. Two diffcrent noise levels were used. The noise
levels were selected by 5. I. in an attempt to simulate noise levels which might
be present in '"a bright scene'” and "2 dim scene'". The noise levels added to each
spectral tand in the two cases are given in Table 3. The noise level in this
table is specified i1 terms of the number of bins out of 256 per one standard
deviation. The mern valuc of the ncise was adjusted to zero. The noise was to
he white Gauscian and uncorrelated from spectral band to spectral band; however,

through an error in programming the generation of Noise Level 2, this noise is

not uncorrelated between spectral bands.
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1 o for 1 o for
Channel - um Noise level 1 Noise level 2

.52-.58 3.2 10.4 1 7

[

.62-.66 3.9 12.8 7|
.72-.80 7.1 23.3 20,0

.80-1.0 6.1 M3 =

Table 3. Standard deviations of noise used in test
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Details of Classification Accuracy Tests and Conclusions

Data of flightline Cl June '66 (Run number 66000600) only was used
for test due to time limitationa. This flightline has been used at LARS
for a number of studies and is therefore ideal for this purpose.l’2 Train-
. ing samples and test samples for this flightline had previcusly been selected.
The training samples and test samples used are given in Table 4 and 5, respect-
ively. A reference classification was carried out on this flightline using
the preferred set of spectral bands as selected by the $SELECT feature selec-
tion algorithm.3 The preferred set of bands turned out to be channels 1, 6,
10, and 12 (.40-.44, .52-.55, .66-.72, and .80-1.00 um respectively). A print-
out of this classification is shown as Figure 1. The test class performance
for this classification is sﬁown in Table 6. This same list of training sam-

ples and tect samples was used for each classification in the study.

Table 7 shows the 1list of runs received from G. E. The results of the
classification of these runs in terms of test class performance are given in
detail in Apopendix B and summarized in Table 8. This table shows the overall
classification accuracy for each compressicn algorithm and noise situation.

In the cas: of no noicze there appears to be a slight preference for compression

algorithm number 3. This preference continues in the Noise Level 1 trials.

1,

"Remote Multispectral Sensing in agriculture” 1968 Report of the Laboratory
for Agricultural Rewote S2nsing, Vol. 3. Purdue University Agricultural
Experiment Station, Research Eulletin No. 844, Lafayette, Indiana. !

2
K. S. Fu, D. A. Landsrebe, and T. L. Phillips, "Information Processing of
Remotely 3ensed Apricultural Data.”’ Proceedings of the IEEE 57:4, pp. 639-653.

3w .

"Pemote Multispectrzl Sensing in Apriculture.” 1970. Report of the Laboratory
for Agricultural Remote Sensing, Vol. 4. Purdue University Agricultural
Experiment S:tatiocu, Research Bulletin No. 873, Lafayette, Indiana.

The actual training samples used for classifying a given data set were drawn
from that data set, however.
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Tape
Run Number Number Description
66000620 907 Reference Data - No Noise
66000621 909 Reference Data - Noise Level 1
66000622 910 Reference Data - Noise Level 2
66000623 907 Sampled Element - Unscaled - No Noise
66000624 509 Sampled Element - Unscaled - Noise Level 1
66000625 910 Sampled Element - Unscaled - Noise Level 2
66000626 908 Sampled Element - Scaled - No Noise
66000627 909 Sampled Element - Scaled - Noise Level 1
66000628 910 Sampled Element - Scaled - Noise Level 2
66000629 908 Low~Pass Filtercd vrith "fixad Highs - No Noise
660006 30 909 Low-Pass Filtered with Mixed Highs - Noise Level 1
66000631 910 Low-Pass Filtered with Mixed Highs - Noise Level 2
66000632 908 Intensity Channel
66000635 911 3 Band Compress. of (rav Scile & Rz=solution - No Noise
660006 36 911 3 Band Compress. of Gray Scale & Resolution - Noise Level i
66000637 911 3 Band Compress. of Gray Scale & Resolution - Noise Level 2
Table 7. List of Runs Received from General Electric

Due to the previously described error resulting in correlation between chan-
nels in the Noise Level 2 case, itvié inappropriate to draw conclusions in this
situation.

The slight preference for Compression Algorithm Number 3 tends to be observed

in each class as well as the overall results. Tables 9 and 10 show the best class
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performance for two individual classes. Table 9 gives the performance for soy-
beans, a relatively difficult class to identify. Table 10 shows the same results
for the class wheat, 2 much simpler classification task. It is interesting to
note that with Noise Level 1, several of the results from the compressed data

are higher than the accuracies obtained on the uncompressed reference data.

Overall Test Sample Classification-
Accuracy in Per Cent ’

Compression Noise Noise Compression
Algorithm Data Description No Noise Level 1 Level 2 Ratio
Reference Data (ERTS-Simulated Channels) 79.7 63.6 78.1 -
1 Sampled Element - Unscaled 765 62.8 31.8 4
2 Sampled Element - Scaled 76.5 64.5 51.4 2
3 Low Pass Filtered with Mixed Highs 78.5 68.8 43,8 2
4 Three Band Compression of Gray Scale 75 w3 61.8 46.2  Variable

& Resolution

Table 8. Overall Performance on Test Samples

Overall Test Sample Classification
Accuracy in Per Cent

Compression Noise Noise Compression
Algorithm Data Description No Noise Level 1 Level 2 Ratio
Reference Data (ERTS-Simulated Channels) 71.0 50.2 73.1 -
1 Sampled Element - Unscaled 67.3 48.6 16.7 4
2 Sampled Element - Scaled 69.7 539 48.8 2 .
3 Low Pass Filtered with Mixed Highs 70.7 56.5 31.7 2
4 Three Band Compression of Gray Scale 66.2 501 40.9 Variable

& Resolution

Table 9. Test Class Performance for Soybeans
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Overall Test Sample Classification
Accuracy in Per Cent

Compression Noise  Noise Compression
Algorithm Data Description No Noise Level 1 Level 2 Ratio
Reference Data (ERTS-Simulated Channels) 97.8 88.7 95.3
1 Sampled Element -~ Unscaled 96.0 86.2 48,0
2 Sampled Element - Scaled 96 .5 85.2 41.9
3 Low Pass Filtered with Mixed Highs 96.6 91.5 59.4
4 Three Band Compression of Gray Scale 96.5 80.8 93.7

& Resolution

Table 10. Test Class Performance for Wheat

While the differences in accuracies indicated in these three tables is, in
general, not great as a function of the compression algorithm used, the pre-
ference of the classifier for Classificntion Algorithm Number 3 does seem to be
fairly consistent throughout the results. Care must be used, however, in the
extrapolation of these results to other situations. There are several reasons
for this.

First, the flightline selected for tests was chosen because of the variety
of agricultural classes present in this relatively small area. However, it must
be kept in mind that the area covered by this flightline (approximately 4 sq.
miles) is relatively very small. Further, it does not contain classes typical of
other times of the growing season nor of many of the important non-agricultural

classes of data.
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Second, as 2 procedural matter test fields are selected from within the
agricultural field in such 2 way as to guarantee that the boundaries of the
agricultural field ~re not included. Since the algorithms themselves are in
the main attempting to utilize spatial redundancy to achieve compression, the
algorithms may be expected to cause greater degradation of the data in the
vicinity of agricultural field boundaries. Thus, one might reasonably expect
greater overall degradation than is indicated by these accuracy figures.

Two additional points can be made as a result of the availability of these
results. These two points Aare somewhat tangential to the matter of data com-
pression but are, nevertheless, of considerable interest to the design of future
space and aircraft systems. They are as follows:

1. The error in generating the random noise data for noise level 2 does
provide an opportunity to illustrate the manner in which correlation between
channels affects classification accuracy. Figure 2 shows a printout of channel
12 of the reference data for the No Noise, Noise Level 1, and Noise Level 2
cases. Recall from Table 8 that the accuracies in classification were 79.7,
63.6 and 78.1 respectively. TFirst, it is clear from thesc results that one can-
not predict from a casual glance at imagery or a casual knowledge of the data
signal-to-noise ratio, what accuracy will be nchievable by machine-processing
algorithms capable of taking correlation between channels into account. Second
these results illustrate the fact that when degrading effects occur in the data
system, the type of degradation is ~s important as its size.

The rcason the very noisy data was more nccurately classified than the
Noise Level 1 data was that the noise ndded was highly correlated between channels.
Visualize the data in four-dimensionnl space; it is known that data of this type

generally lies along lines which nre somewhat radial to the origin. Thus, adding
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noise which is highly correlated between channels lengthens the distribution
of data nlong these radial lines, but does not materially contribute to in-
creased overlap of datn from different classes.

2. The sccond point raised by these results has to do with the relative
importance of a band selection capability. Wotice from Table 6 that the over-
allclassification performance for the preferred set of spectral bands was 90.1
percent. This is more than 10 percent higher than the same performance figure
for the reference data (ERTS simulated channels). Thus, one may say from the
dnta analysist's view point that being required to give up the capability to
tailor the band selection to the particular classification to be carried out is
a more serious effect than accepting degrnding effects in the data due to a
data compression algorithm. This can be seen more clearly as follows:

The feature selection algorithm implemented in the LARSYSAA prograrming
system computes the relative separability of each class pair for each possible
four-tuple of spectral bands. Table 11 shows the results of applying this al-
gorithm to this classificnation task. The numbers on the right of Table 11 are
the numbers indicating the relative separability of the class pairs. Classes
are indicated by 2 single symbol: “'S'" for soybeans, ''C" for corn, "W" for wheat,
"A" for alfalfa, etc. The four-tuple of features (spectral bands) are then rank-
ordered based upon the average of these interclass separability measures. Thus,
it is seen that bands 1, 9, 11 and 12 were selected as the best feature sets
and bands numbered 6, 9, 11 and 12 which are the ones most nearly matching the

ERTS channels are second.

lIn the case of an nctual satellite, however, channel 1 would probably not be
as useful as it appears to be herc since it is well into the blue portion of
the spectrun and from space there would be considerable blue scattering. These
results tend to bear out the choice that the ERTS spectral bands are generally
a good set.
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However, it is possible to further tailor the band selection to the class-
ification task b+ using ndditional options available with the feature selection
algorithm. Note that in Table 11 some of the interclass pair separabilities are
very large indicating very obvious separability; on the other hand, other inter-
class separability measures are quite small. It would be desirable to pick
feature sets based on the possibility of increasing the separability of the more
difficult interclass pairs at the expense of the classes with more obvious separ-
ability. In order to do this, the feature selection algorithm has been provided
with an option permitting the imposing of 2 maximum interclass separability
measure which will be considered for the purpose of rank ordering the four-tuples.
Table 12 shows the results of using a maximun of 200. Note that the preferred
feature set now becomesil, 6, 10 and 12 and that the ERTS simulated channels S
9, 11 and 12 become 55th in ranking.

This validity of this re-ranking is borne out in the difference in overall
accuracy ultimately obtained in the two classifications, 90.1 percent for chan-
nels 1, 6, 10 and 12 as compared to 79.7 percent for the ERTS channels 6, 9, 11
and 12.l

Thus, by being forced to 1 suboptinum choice of spectral bands an overall
10% accuracy loss occurred, and the increasad loss in Aaccuracy due to data com-

pression was only an additional 1.2 percent in the case of algorithm #3 or 3.2

. percent for algorithm one. Figure 3 shows a performance comparison for the pre-

ferred bands, the ERTS bands and the ERTS bands with compression number Ya

1 . :
From these results one might tend to conclude that the ERTS channels, which are
undoubtedly the best possible set of bands in general, may be considerably sub-

optimum in spacific cases.
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As n matter of speculation, there is some reason to believe that the use
of sub-optimum features in this test may well be compressing the range over
which the performance figures for the various data compression algorithms dis-
tributed themselves. It would be a desirable experiment to repeat the tests
used in this study with the optimum set of features so as to get a2 clear view

of the effects of data compression =2lone.
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.Class Separability Measure

(No Maximum)

1, 9, 11, 12
6, 9, 11, 12
2, 95 X1, 12
gy 9, L1, 12

8, 9, 11, 12

Table 11.

Spectral Bands

1, 6, 10, 12
1,6, 10, 11
1, 6,9, 12

1, 6, 9, 11

6, 9, 11, 12

Table 12.

Average Individual Class Separability
Separability SC Sw SA WR WY
444 25 190 188 620 58
428 26 177 229 630 208
423 24 151 182 619 58
420 ;

Class Separability Measure
(Maximum = 200)

Average Individual Class Separability
Separability SC SW SA WR WY
155 34 200 196 200 180
154 34 200 192 200 183
153 26 200 193 200 200
153 27 200 190 200 200
145 26 177 200 200 200




Figure 1. Classification Results ~7 T-ct Tlight Line Using Preferred Channels




Figure 2 Pictorial Printouts of Reference Data (0.8-1.0 Omm Channel)

with No Noise, Noise Level 1 and Noise Level 2
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APPENDIX A: Compression Algorithm Number 4

1. Read into temporary store the first 18 pixel signal levels for each
of bands 1,2,3,4 13 follows: '

a. Band 1: (1) Actual signal levels for pixels 1,4,7,10,13, 16
(2) For pixels 2,3 - same level as for pixel 1

(3) For pixels 5,6 - same level as for pixel 4
(4) etc. for pixels 8,9; 11,12: 14,15; 17,18

b. Band 2: Actual signal levels for all 18 pixels

c. Band 3: Same procedure as for step la. (Band 1)

d. Band 4: Same procedure as for step la. (Band 1)

(3%

For the stored signals, measure the difference between the maximum
and minimum signal levels in ecach band. Label these differences
Dl’ Dz, D?’ and Da for bands 1,2,3,4 respectively.

3. Do cither or both Dl or D, exceed 327 If "yes" go to step 4.

If "no" go to step 5.

4. Modify the stored pixel signal levels for Band 1 by adding 17% to the
level of every third pixel stored for Band 2 (i.e. pixels 1,4,7,10,13,16),
and place the result for each of these six pixels in the appropriate
storage cell for Band 1. Then modify the other pixel signals in Band 1
so that pixels 2,3 have same level as pixel 1, pixels 5,6 same as pixel
4, etc. Do not modify the signal levels stored for Band 2.

5. Do either or both D3 or D, exceed 32?7 If "yes", go to step 6. If "no",
go to step 7.

* Note: These modifications pertain only to Mission File No. 660N0600.
Other modifications, derived from the flight data, will be used
in other missions.




10.

1k:

Modify the stored pixel signal levels for Band 4 as follows: Find the
value of cach pixel signal level stored in Band 3. For each of these
18 values, multiply by (2/3) and add 12.* Place the result for each
pixel in the ~appropriate storage cell for Band 4. Round off to nearest
integer. Do not modify the signal levels stored for Band 3.

Printout for the new data tape for Purdue the pixel signal levels now
stored for pixels 1 to 18 in each of the four bands.

Repeat steps 1 to 7 for the next 18 pixel signals in each of the four
bands.

Continue step 8 until 11 segments of 18 pixel signals in each band have
been processed. Then repeat steps 1 to 7 for the last 24 pixel signals
in each band. (That is, the last segment in the line will contain 24
pixels rather than 18). The procedure of step 1 will have to be extended
to 24 pixels for the last segment, of course.

Proceed to line 2 and repeat steps 1 to 9, except that step 1 is modified
as follows (and step 4 is adjusted to correspond to it):

a. Band 1: (1) Actual signal levels for pixels 2,5,8,11,14,17
(2) For pixels 1,3 - same lcvel as for pixel 2
(3) TFor pixels 4,6 - same level as for pixel 5
(4) etc. for pixels 7,9; 10,12; 13,15; 16,18
(5) Extend the procedure to 24 pixels for the last
segment.

b. Band 2: Actual signal levels for all 18 or 24 pixels.

c. Band 3: Same procedurec as for step 1l0a (Band 1).
d. Band 4: Same procedurc for step 10a (Band 1).

Proceed to line 3 and repeat steps 1 to 9, except that step 1 is
modified as follows (and step 4 is adjusted to correspond to it):

a. Band 1: (1) Actual signal levels for pixels 3,6,9,12,15,18
(2) For pixels 1,2 - same level a2s for pixel 3
(3) For pixels 4,5 - same level as for pixel 6
(4) etc. for pixels 7,8; 10,11; :3,14; 16, 17
(5) Extend the procedure to 24 pixels for the last
segment.

b. Band 2: Actual signal levels for all 18 or 24 pixels.

c. Band 3: Same procedure ns for step lla (Band 1).

d. Band 4: Same procedure as for step lla (Band 1).




12.

1.3

14.

15,

16.

Proceed to line 4 and repeat steps 1 to 9 (same procedure as for
line 1).

Proceed to line 5 and do the same as in step 10 (same procedurc as

for linec 2).

Proceed to line 6 and do the same as in step 1l (same procedure as

for line 3).

Continue the cyclic procedure to the end of the
Line 7,10,13,16~~--
Line 8,11,14,17-~—-
Line 9,12,15,18----

This completes the processing for compression -

flight run:
same procedure as for line 1
same procedure as for line 2
same procedure as for line 3

reconstruction and

should result in a tape which can be sent to Purdue.

As a separatc processing output (not to go to Purdue), provide three

totals for the entire flight run as follows:

a.

The number of occasions (line segments) where
D1 or D, exceed 32, (If both exceed 32, that
occasion, and should not be counted as two).

The number of occasions (line segments) where
D, or D, exceed 32. (If both excead 32, that
occasion and should not be counted as two).

aither or both

is only one

2ither or both

is only one

The total number of segments in the entire flight run (This

is 12 segments x number of lines).
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Table B-5. Test Class Performance Compression #4, No Noise
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Table B-11. Test Class Performance - Reference Data, Noise Level 2
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Table B-12. Test Class Performance - Compression #1, Noise Level 2
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Table B-13. Test Class Performance - Compression #2, Noise Level 2
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Table B-14. Test Class Performance -~ Compression #3, Noise Level 2
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Table B-17. Test Class Performance - Compression #1, Full Sampling Rate
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