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ABSTRACT

Increasing demands on the forest resource will neces-
sitate increasingly more intensive management in the future.
In order to achieve this goal, reliable and timely informa-
tion over lafge geographic areas will be reguired. Remote
sensing techniques offer much potential for the procurement
of such information.

This research, then, was pbinted toward study of that
potential. Four objectives were established as follows:

1) to determine the optimum number of the available twelve
multispectral scanner (MSS) wavelength bands to use for
forest cover mapping with automatic data processing {ADP)
technigues; 2) to determine the current capability to map
basic forest cover using MSS data and ADP techniques; 3)

to determine the relative utility, to forest cover 'mapping,
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of the four spectral regions available in the twelve-channel
MSS data (i.e. visible, and near, middle and thermal infra-
red); and 4) to compare the éccuracy of digitized color
infrared photography with that of MSS data for forest cover
mapping using ADP techniques.

In attaining the first objective, statistics defining
the six cover type classes of interest (deciduous forest,
coniferous forest, water, forage, corn, and soybeans) were
calculated and used by the computer as a basis for the
selection of "best" wavelength band combinations ranging in
size from one through ten wavelength bands each. With the
spectral information contained in each of these combinations,
and with all twelve channels, the entire test area was
classified into the six defined classes, uéing the LARSYS
programs. Tests of the computer's performance indicated
that the use of five wavelength bands would fulfill the
dual requirements of adequate accuracy and moderate computer
time,

In fulfilling the second objecéive, the automatically
selected "best" combination of five channels {one each
from the green and red visible wavelengths, and the near,
middle and thermal infrared wavelengths) produced classifi-
cation accuracies in excess of 90 percent for deciduous
and coniferous forest., When these two classes were grouped,
the accuracy for combined forest was in excess of 95 percent.
The use of all twelve channéls caused only a slight increase

in overall accuracy.
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In satisfying the third objective, the LARSYS feature
selection processor'was allowed to consiaer wavelength bands
constituting énly various subsets of the four spectral
regions. On this basis, it selected a number of five~channel
combinations. Classifications performed by these various
channel combinations indicate that the visible wavelengths
are sufficiently accurate for classifying combined forest,
but inadequate for differentiating between deciduous and
coniferous forest., The infrared channels separated the two
forest classes with reasonable accuracy, but allowed con-
fusion between forest and the agricultural classes. The
deletion of either the near or the middle infrared indivi-
dually, did not reduce accuracies, but, when both were
deleted, accuracies dropped drastically. The deletion of
the thermal infrared had little effect on'forest cover
mapping but did allow considerable confusion among the
agricultural cover types. These results indicate that the
thermal infrared is desirable, but not necessary, for basic
forest cover mapping, and that accurate classification of
deciduous and coniferous forest cover can be achieved with
the visible plus either the near or middle infrared spectral
regions.

To meet the fourﬁh objective, small-scale color infra-
red photography, acgquired the same day over the test site,
was color separated, digitized in three wavelength bands and,

automatically classified. In general, the digitized
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photography was inadequate for automatic forest cover map=-
ping and cdmpared poorly to the MSS data results when similar
wavelenéth bands were used. These results were apparently
caused by the narrower dynamic range, poorer spectral
resclution, and uneven illumination (due to vignetting and

the anti-solar point) of the photographic data.



CHAPTER I

INTRODUCTION

Introductory Statement

Forests have long beén recognized as important natura{
and renewable resources. Thus,.when the management of our
forests was first begun, it was primarily for the purpose
of improving the production of wood and fiber. Later, the
| importance of the forest to the production of water and the
protection and nurturing of wildlife resulted in a general
broadening of management ébjectives. Today, the steady
increase in size of our population and the trend toward
urbanization has lead to a much greater reliance on the
forest resources, as well as an additional and rapidly grow-
ing demand for wilderness oriented recreation.

However, despite the fact £hat the demands on the
forest continue to increase, the forest resource bhase does
not. It, in fact, decreases. Urban development and high-
way construction, for instance, destroy many acres of

forest land each year,



The demand for forest recreation, plus an increased
awareness of the natural environment, has resulted in the
redistribution of some public forest lands to non-commercial
management objectives., In addition, environmental organi-
zations have successfully demanded the implementation of
management and harvesting practices more compatible with
the protection of the environment.

These increasing demands on the forest in general,
and commercial forests in particular, are underlining the
need for more efficient and intensive management. However,
the at;ainment of this goal is complicated by several
factors, the first of which is the fact that our forest
lands are not under the control of one unified management
agency. Though the U.S. Forest Service controls more tim-
berland than any other single organization, there are other
agencies at the federal governﬁent level, plus hundreds of
state and local agencies, who are also responsible for the
management of forest lands. Nor does this exhaust the list
of organizations involved since the private sector, especial-
ly industry, controls large amounts of often intensively-
managed timberland.

This diversity of management groups, with its accompany-
ing multiplicity of management goals, makes a single,
closely-coordinated management scheme, difficult to achieve.

A second factor is that, although the forest is ad-

mittedly a valuable resource, the per-acre economic return



is generally quite marginal. Economics must therefore be
considered as a part of any management scheme and the
problem of gathering information about a geographically ex-
tensive resource (covering roughly a third of the United
States) becomes one of acquiring data not only adéquate for
management purposes, but alsc at a minimum per-acre expense.
In the past, the pericdic national forest surveys,
(undertaken at ten-year intervals at an average cost of
about six cents per acre) (Glazebrook, 1973), have served
as a reasonably satisféctory resource inventory. However,
as the demand for goods and services from the forest con-
tinues to increase, so does the need for more timely infor-
mation over vast geographic areas. |
One tool which shows promise for the solution of this
problem is_"remote sensing," defined by Hoffer (1971) as

follows:

"Remote sensing is the discipline involved with
the gathering of data about the earth's surface or
near-surface environment through the use of a variety
of sensor systems that are usually borne by aircraft
or spacecraft, and the processing of these data into
information useful for the understanding and managing
of man's environment.”

Remote sensing equipment, mounted in high-flying air-
craft or spacecraft, offers the capability to gather large
amounts of data over extensive areas in a very short time,.
The National Aeronautics and Space Administration's Earthl

Resources Technology Satellite (ERTS), for instance, can ob-

tain data for the entire surface of the earth every eighteen



days, producing computer-compatible data tapes and
1:1,000,000 scale, S-inch x 9-inch frames of imagery, each
of which covers 13,243 square miles of terrain (Hoffer,
1971). Such émall-scale imagery could serve és the third
stage in a multi-stage sampling scheme {Langley et al.,
1969, Glazebrook, 1973).

If the past performance of ERTS and other types of
remote sensor data-gathering equipment is any indication,
it may be assumed that data acquisition is, and will conti-
nue to be a less difficult problem than that of reducfhg
the huge amounts of data acquired to useful information
(Hoffer, 1972, Hoffer, 1971). This study, therefore, is
concerned with several questions pertaining to the extrac-
tion, from remotely-sensed data, of information applicab}e
to forest management.

There are two basic methods of deriving such useful in-
formation from remotely-sensed imagery. Most familiar and
wisely used are the techniques of photo-interpretation, in
which a scientist trained in photo;interpretation manually
derives information from the imagery, basing his decisions
on the image elements of size, shape, tone or color, texture,
pattern, association and, of‘course, experience in both his
own particular discipline and as a photo-interpreter (Hoffer
et al., 1968, American Society of Photogrammetry, 1968).

The second method is based on automatic déta processing (ADP)

techniques. In this method, a computerized pattern



recognition algorithm is "trained" to recognize and catego-
rize various cover fypes of interest based on spectral (tone)
characteristics as recorded by the imaging device. It is
the latter data reduction method with which this study is
primarily concerned.

Of the variety of sensor systems available, this study
is conderned only with the two most commonly used. The old-
est, and most highly developed, is the photographic system,
with a variety of films and filters available. The second
system of interest (primarily because of the more quantita-
tive format and spectral range of the data acquired) is the
multispectral scanner (MSS). (A brief description of the
University of Michigan's twelve-channel airborne scanner,
which was used to acquire the MSS data used in this study,
will follow in the Review of Literature). Another type of
multispectral scanner, the d§ta from which is currently the
focus of a great deal of research and analysis, is aboard

+he 1972 Earth Resources Technology Satellite (ERTS-1).

Statement of the Problem

The development of ADP techniques, and their applica-
tion to the inventory of natural resources, ?ave been of
increasing interest during the last five to seven years.
However, prior to the initiation of this study, little work
had been done concerning the potential of these t%chniques
to foresé cover mapping. Consequently, answers were needed

for several questions in regard to this type of application.



The first guestion concerns one of the advantages of
the scanner over photographic sysﬁems, its ability to sense
in a large number of discrete wavelength bands or “channels"®
(the MSS data used in this study, for instance, was ac-

- quired in twelve channels). Experience has shown that (for
reasons which will be explained in the Review of Literature)
it is usually not necessary nor even desirable to use all
twelve of these channels to perform a classification task.
Therefore, the first question involved in this study could
be stated as follows: "What is the optimum number of
channels to use in automatically mapping forest cover with
MSS data?"

Secondly, since the small amount of work done in the
past has often met with limited success, the question
arises: "What is the current capability to map forest cover
with MSS data and ADP techniques?”

A third question deals with one of the greatest ad-
vantages of multispectral scaﬂners over photographic
systems--their capability to sense in a much wider range of
wavelength bands. The question arising from this is:

"Which of the available spectral regions (visible, near
infrared, middle infrared, and thermal infrared), are
the most valuable for forest cover mapping?"

Finally, the major advantage of scanner data over
photographic data involves the quantitative format of the

scanner data, (as compared to the more qualitative format



of photographic data). However, the capability exists to
put photographic imagery into a format compatible with ADP
techniques (this digitization process will be briefly des-
cribed in the Review of Literature). The guestion to be
answered here is: "How does digitized color infrared photo-
graphy compare with MSS data for forest cover mapping, when

using ADP techniques?"

Objectives

1, Determine the optimum number of wavelength bands
{or channels) to use in forest cover mapping with multi-
spectral scanner data and automatic data processing techni-.
gues,

2. EValuaté the current capability to map forest cover
using twelve-channel multispectral scanner data and auto-~
matic data_processiﬁg techniques. This evaluation has two
specific sub~-objectives:

a. Evaluate the current capability to auto-
matically differentiate between forest
and other cover types.

b. Evaluate the current capability to auto-
matically differentiate and map deciduocus
and coniferous forest cover.

3. Determine the relative value of the speétral re-—
gions available in the multispectral scanner data (e.g.
visible [0.40-0,72 um], near infrared [0.72-1.4 pm], middle
infrared [1.4-4.0 pum], and thermal infrared [4.0~13.5um])

for basic forest cover mapping.



4. Compare digitized color infrared photography with
multispectral scanner data for forest cover mapping, using

automatic data processing techniques.



CHAPTER IIX

REVIEW OF LITERATURE

Introductory Statement

The amount of literature concerning the problems to be
dealt with in this study is meager., Although remote sensing
devices are adequately described in the literature, these
descriptions are necessary only ﬁo provide a general under-
standing of the nature.and origin of the data. The auto-
matic anélysis of remote sensing data is only in its in-
fancy. Research in this field is currently being conducted
at only a few locations, wiﬁh thé Laboratory for Applica-
tions of Remote Sensing (LARS) at Purdue University widely
recognized as the leader in this type of research. Much of
the literature reviewed has LARS as its origin, because this
study involved the particular anélysis approach developed
'by LARS and utilized the LARS hardware and software_system.

This chapter will begin with a brief discussion of
photographic and multispectral scanner systems and the data
which they procure, followed by a description of the data

analysis sequence,
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Remote Sensing Systems

- ’ Photographic

There are many tyvpes of remote sensing systems avail~
able, Photographic systems are the most common and highly
developed, however. Their advantages include minimal
maintenance, relative ease of operation, a familiar data
format, good spatial resolution, relatively low cost for
data acquisition, and the potential for threewdimensional'
{(stereoscopic) analysis. The primary-disadvantage is the
nlimited spectral range (.4-.9 pm, approximately) of current-
ly available photographic emulsions (Hoffer, 1971).

Cameras are so familiar that a description of their
function is unnecessary. A brief description of the photo-
graphic data used in this study, however, is in order.

Kodak Aerochrome 2443 infrared film is a false color
film similar to ordinary normal color films in that it has
three separate emulsion layers each sensitive to a different
wavelength band and each férming its own unigue dye when
processed, Whereas the three emulsion layers of normal
color film are sensitive to blue, green, and red light,
the emulsion layers of properly filtered color infrared
film are sensitive to green, red, and near infrared wave-
lengths. A yellow filter, which absorbs biue light, is
always placed over the lens because all three emulsion
layers are sensitive to blue light, When the exposed film

is properly processed the green-sensitive layer is developed
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to a yellow positive image, the red-sensitive layer to a
magenta positive image, and the near infrared sensitive
layér to a c¢yan pdsitive image. In the final product, then,
- an object which reflects only green light would appear blue,
an object reflecting only red light would appear green, and
an object reflecting only near infrared wavelengths would
appear red (Eastman Kodak Company, 1970)}. In nature,
objects reflect varying amounts of all three, so the rendi-
tion on the positive photograph will be some combination

of all three dye layers.

Color infrared film is particularly applicable to
forestry work. While deciduous and:coniferous trees appear
only slightly different in the visibie, generally speaking,
the difference between the two is usually much more pro-
nounced in the near infrared, Because of the relatively
higher infrared response of the deciduous foliage, healthy
deciduous trees photograph magenta or red during the spring
‘and summer while healthy conifers appear bluish purple
{(note the two triangle—shabed stands of conifers amid the
deciduous forest in the ndithern portion of Seg., 218,
Figure 25). Dead or dying deciduous or conifer foliage
usually photographs as some shade of green because of the
changes in infrared and visible reflectance from the se-

nescing vegetaticn (American Society of Photogrammetry,

1968} . .
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One of the objectives of this study was to compare
resultsnobtained from scanner data with those obtained from
photography. This necessitated the guantization of the
photography, so that it would be in a format which could be
analyzed with a digital computer. The first step in this
process involves the photographic separation of the three
emulsion layers into positive black & white transparencies,
This is accomplished by exposing black & white film to
white light projected through the color infrared trans-
parency and each of three filters (No. 49 blue, No, 60
green, and No. 25 red) (Hoffer et al., 1972); ‘The result
is three black & white transparencies representing the
reflectance characteristics of the scene in the green, red,
and near infrared wavelengths, respectively., Figures 21
and 23 give some idea of the appearance of the three sep-
arations. u

The separations are.then individually quantized by
obtaining density measurements with a scanning microdensito-
meter. This instrument uses a light source and an optical
system to ?foject a beam through a minute portion of the
film. A photoelectric sensor measures the amount of light
transmitted through the film creating an electrical signal
which is then converted to a digital density measurement
and recorded on magnetic tape. The light source is scanned
across the film, measuring'its dengity along many small

adjacent lines in seguence, thus allowing the accurate
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transformation of the film density to a digital data format
{Hoffer et al., 1972). With the completion of this process,
the photography is in a format compatible with a digital
computer.

After all three separations have been scanned, the
digitized data is spatially registered or overlayed such
that any given ground point in the scene coincides in all
three channels of data. This is a simple task in thé case
of multiemulsion photography because there are no spatial
distortions or inconsistencies between the three emulsion
layers.

Each scan line is numbered -consecutively, as is each
column of samples along the scan lines, producing a coor-
dinate system by which any point(s) in the data may be
accurately designated for further study. Thus, with the
three channels stored in coincidence (spatially registered)
a given set of coordinates will de;cribe the identical

point(s) in each of the three channels (Hoffer et al., 1972)

Multispectral Scanner
Another type of remote sensing instrument is the multi-~
spectral scanner (MSS). It has several advantages over
photographic systems, including the capability to sense over
a much greater spectral range (0.46-11.70 um for the scanner
concerned in this study), ané superior spectral resolution.
(the scanner senses in many narrow wavelength banés as op-

posed to a few broad bands}). In addition, MSS data is
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acquired in a format compatible with computerized analysis
technigles, and it possesses the potential for accurate
calibration. However, scanner imagery lacks the potential
for stereoscopic analysis and the spatial resolution is
generally inferior to photographic films (Hoffer, 1971).

The multispectral scanner has been in existence for
some time, but its use could not be considered commonplace
until the launch of ERTS in the summer of 1972, Because
of the relative newness and sophistication of multispectral
scanner systems, a brief description of the operation of
the University of Michigan scanner {which collected the
data utilized in this study) is necessary so that the read-
er may appreciate and understand the characteristics of
the data used in this study.

As the MSS platform passes over the target, a rotating
mirror scans the ground along a swath perpendicular to
the flight path of the instrument. The forward motion of
the platform causes thaﬂmirror to view successive, over-
lapping strips along the flightline {the degree of overlap
of these strips is governed by the configuration of the
instrument, and the altitude and ground speed of the plat-
form). The electromagnetic energy reflected and emitted
from the target is reflected off the rotating mirror,
through a system of optics and into a prism spectrometer
which refracts or separates the energy into the various

portions of the spectrum.
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Fiber optics located at appropriate points intercept
the refracted spectral bands and direct the energy to sensi-
tive detecting devices where it is measured in each of
twelve channels ranging in wavelength from 0.46 um in the
visible to 11.70 um in the thermal infrared. The level of
response is then fed to a multitrack tape recorder where
each of the twelve channels is recorded simultaneously in an
analog format on magnetic tape (Smedes et al., 1970). 1In
effect the energy from a specific ground resolution element
at a given instant in time is measured and recorded simulta-
neoulsy in twelve wavelngth bands, thus providing a vector, .
or "spectral signature" which contains spectral information
available about that area on fhe ground (Hoffer, 1972;
Landgrebe and Phillips, 1967). Obwviously, there are many
other types of multispectral scanner systems which can
vary in many ways. The ERTS scanner, for example, has only
four wavelength bands, which have a range of 0.5 um to
1.1 um wavelength.

The analog data tapes obtained by the University of
Michigan scanner system are not compatible with digital com-
puters, so in the analysis sequence developed at LARS, thé
analog tapes are put through an analog-to-digital processor
which reformats the data and rewrites it in digital form on
magnetic tape. During this process a number is assigned to
each successive scan line of data and a sample designation

to each sample point along the scan line. This provides
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an X, Y coordinate system which allows the accurate designa-
tion ofﬁany point({s) in the data (Hoffer, 1972). In addi-
tion} all channels must be spatially registered or overlayed
and stored in coincidence on the déta tape. With these
operations completed any set of coordinates which the
investigator specifies will designate precisely the identi-
cal point{s} in all twelve channels of data (Hoffer, 1972).
Thus, the investigator is enabled to interface with the

data and analyze the spectral characteristics (reflectance
and emittance} of a specific ground area using one or more

of the twelve available channels,

Automatic Analysis Sequence

Introduction

Since the launch of ERTS, it has become increasg‘.ngly
obvious that the capability exists for collecting enormous
gquantities of data over large geographic areas in a very
short time. Indeed, the problem of data collection seems
less difficult than that of reducing the huge amounts of
data to useful information (Hoffer, 1971}.

Image analysis has traditionally been a manual opera-
tion. The photointerpreter plays a very important role in
almost all disciplines which deal with the earth's surface.
With the rapidly growing capacity for data acquisition and
the increasing need for timely information from these data,
however, the photointerpreter cannot hope to do the entire

job alone.
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The human interpreter will never be eliminated. Even
with the inevitable advances in computer technology there
will.always be the need for high-level decisions beyond the
capability of machines. However, machines do have the
capability to assist the human interpreter by making many
lower level decisions very rapidly.

One such automatic data processing téchnique developed
at the Laboratory for Applications of Remote Sensing (LARS)
at Purdue University involves the use df digital computers
and pattern recognition algorithms in the analysis of air-
craft and spacecraft multispectral scanner (MSS) data and
ﬂigitized photographic imagery kHoffer, 1972). It should
be pointed out immediately, however, that the term "auto-
matic data processing” is somewhat misleading in that there
is a definite need for human interaction in all phases of
the analysis sequence. Perhaps “gomputer—aided analysis"
would be a more correct term {(Hoffer, 1972).

The ADP technique developed at LARS is basically a
process of selecting areas in the data where cover type
and ground conditions at the time of flight are known,
and designating these areas to the computer. After a set
of statistical parameters have been determined for these
"training samples" a pattern recognition algorithm is
"trained" accordingly, and allowed to c¢lassify each unknown
data point into one of the ground cover classes which it

has been trained to recognize (Hoffer, 1971).
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Before continuing with a more detailed discussion of
the analysis sequenéé, however, a brief explanation of the
term "pattern recognition" is necessary. Automatic pattern
recognition involves the use of a machine to recognize
patterns exhibited by the ampiitude of the spectral response
of a subject in a number of wavelength bands or "features."
The digitized color infrared photography, then, contains
three‘feaiures and the MSS data contains twelve features.

Pattern recognition consists of two basic operations.
The first is that of "training"” the machine to recognize
the ground cover categories of interest on the basis of
their spectral response characteristics. This training
procedure is explained below in greater detail. The second
step consists of automatically categorizing the unknown
data points on the basis of measurements derived from the_
selectéd set of features (Cardillo and Landgrebe, 1966}.
These measurements are the spectral responses of the ground
cover types as recorded inmthe selected set of channels.

A further discussion of the classifier programs will also
follow. |

The software for the actual analysis sequence may be
divided into four sections: 1) statistical analysis; 2)
channel or "feature" selection; 3) classification or "cate-
gorization", and 4) results display (Hoffer, 1972). These
four phases are generally accomplished in the order present-

ed, although repetition of one or more is usually necessary.
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Statistical Analysis

The first step in the analysis sequence involves the
selection of data samples from which the computer may
derive the necessary statistical parameters for "training"
the classification algorithm. Basically there are two
types of categories which the computer méy be trained to
recognize: 1) economic or informational; and 2) spectral
(Hoffer, 1972).

Since the separation of categories, by the classifica-
tion algorithm, is based on spectral differences, and since
categories of informational value may not necessarily be
spectrally separable, it follows that for satisfactory
results to be produced by these techniques, a category
must be both spectrally and informationally separable. This
rationale has led to two basic approaches in:thé selection
of training samples (Hoffer, 1972).

The first approach involves the ménual selection of
training samples on the basis of “ground truthﬁ information.
In other words, the categories are defined on the basis of
informational separability (Hoffer, 1972) (Figure 1). At
this point, however, the investigator does not know 1f the
designated informational categories are spectrally separable.

The researcher has two media by which he may manually
select data samples. By requesting a line printer display
of the data in one or more channels the researcher obtains

an alphanumeric printout in each channel requested. These
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displays simulate the analog video display by dividing the
continuous gray scale into discrete gray levels with an
approximately equal number of points represented by each.

An alphanumeric character is assigned to represent each gray
level so that the relative visual density of the character
corresponds approximately to the relative density of the
gray level (i.e. M is assigned to the lowest gray level

and a blank to the highest gray level). These characters
are then printed out producing a gray level image of the
data with numerical line and column designations along the
edges., The researcher may then designate rectangular areas
in the data by simply specifying line and column coordinates
{Smedes et al., 1970; Hoffer, 1972).

Alternatively, the data may be displayed, one channel
at a time, through the use of a digital display unit which
presents an image in sixteen gray levels on a cathode ray
tube (Figures 20, 21, 22, and 23).7 An attached light pen
allows the researcher to outline rectangular data samples
directly on the viewing screen with the so designated X,

Y coordinates automatically punched on computer cards for
later use (Hoffer, 1972).

In the second approach to training sample selection,
the categories are defined according to spectral separabi-
lity. In this approcach the investigator designates an area
in the data to the computer, and specifies the nunber of

spectrally homogeneous "clusters" into which the data is to



22

be divided. The number of clusters requested is arbitrary,
and depends largely on the investigator's knowledge of the
specﬁral characteristics of the data set in question. The
computer then assigns the individual data points to the
various spectral clusters, and prints out a "spectral clus-
ter map." It then remains for the investigator to determine
the identity or informational significance of each spectral
class. Usually, the researcher will also request the ma-
chine to punch a deck of coordinate cards designating sample
areas which represent each 6f the spectral clusters or clas-
ses. These automatically designated areas of homogeneous
spectral characteristics may then be used as training sam-
ples.

Experience gained at LARS indicates the desirability
of .using both approaches together in a procedure where the
clustering algorithm assists the investigator to spectrally
refine manually selected training samples.

After training sampleé have been selected, whether man-
ually (from line printer displays or the digital display .
unit), or automatically (by the ciustering program), they
are submitted to a statistics processor (Figure 1). 'This
program calculates a set of statistical parameters for each
class or category represented by training samples. The para-

meters are based on an assumed Gaussian distribution and
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include the mean, standard deviation, covariance, and
divergence (a statistical measure of the separability of
classes) (Smedes et al., 1970), These values constitute
a statistical "fingerprint" for each class or category of
ground cover, and will be used later as a basis for both
feature selection and cateqgorization of unknown data points
(Smedes et al., 1970).

The statistics processor may be requested to provide
a number of different types of output useful in the analysis
sequence. Histograms of individual training fields or éf
. groups of fields which have been designatéd a class (Figure
2) give the researcher an idea of the distribution of the
data points in the various channels (Hoffer, 1372).

Coincident spectral plots (Figures 3 and 4) illustrate
the relative amplitude of the spectral responses of the
various classes in each of the individual wavelength bands
or channels, The mean spectral response, plus or minus one
standard deviation, is presented as a line of representative
length. The researcher may thus obtain some indication of
the statistical quality of the data (high or low variance)
{Hoffer, 1972), énd of particular importance, an indication
of the spectral separability of the ground cover classes in
the various wavelength bands. This capability has proven
its value in helping researchers to bétter understand the
relative spectral characteristics of the various ground

cover types involved.
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Figure 3

Coincident spectral plot of training field statistics
for 12-channel MSS data.

S


Larry Biehl
Note
Pages 26 to 29 are not in original document.
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of four channels. The feature selection processor is de-
signed to give the researcher some idea as to which of these
combinations is the best.

Based on the punched output generated by the statistics
processor, the feature selection program calculates the
separability between all possible pair-wise combinations of
cover type classes (as defined by the training deck) for all
possible combinations of four channels (or any other number
of channels from one to eleven). The processor then ranks
the channel combinations,

There are three options, however, by which the research-
er may influence the order of ranking. One option proviaes
for the application of differential interclass weighting to
one or more combinations of cover type classes, For example,
if it was of particular importance to separate "forest" from
all other classes, the researcher could simply attach a
greater weight or importance to the interclass divergence
(statistical measure of distance between classes) of all
pair-wise combinations containing the class FOREST., Like-
wise, if it were of nc importance to separate two classes
of corn, a weight of zero might be applied such that the
processor would disregard the interclass divergence between
the two classes. Thus, a channel combination with little
or no abiiity to accurately separate the two would not have

w

its chances of selection reduced as a result.
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A second option by which the researcher may influehce
ﬁhe raniing of the channel combinations involves a choice
between two simple ranking criteria: “average divergence"
and "minimum divergence®,. If average divergence is re-
quested, the processor calculates the average iﬁterclass
divergence (weighted or unweighted) for all pair-wise
combinations of cover type classes. The channel combination
offering the highest average interclass divergence is then
ranked first.

Minimum divergence, on tﬁe other hand, determines the
lowest interclass divergence for each and every channel
combination. That combination possessing the highest
miniﬁum interclass divergence is then ranked first. It is
not uncommon for the same channel combination to exhibit
both the highest average and the highest minimum divergence.

A third method of influenéing channel selection is té
simply delete selected channels from consideration by the
processor. All three of these options wili be discussed
further in the chapter on Materials and Procedures.

The whole idea of the feature selection processor, of
course, is to assist the researcher in selecting the "best”
channel combination. Keep in mind, however, that feature
selection is based on statistics derived from samples of

the data set to be classified. Since a sample can never
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be completely representative of the whole, the selected
channel combination, though it may be "best"™ for separating
the classes as represented by the training samples, may

not necessarily be the "best" for classifying the data as

a whole., The highest ranking channel combination according
to the feature selection processor, then, is only an approx-

imation.

Classification

The third phase of the analysis sequence involves the
classification of the unknown data points (Figure 1).
Currently there are two different statistical pattern recog-
nition algorithms in use at LARS for this purpose.

The first and most commonly used is a "perpoint”
classifier (classifies data points individually) which re-
quires, as input, the statistics deck, the selected combina-
tion of channels, and the coordinates of the area(s} which
the researcher wishes the machine to classify. Based on. the
statistical definitions of the cover classes in each of the
selected channels, the machine establishes decision bouna~
aries in N~-dimensional space (N = the number of channels
used in the classification), then individually assigns the
unknown data points to one of the statistically defined
classes on a maximum likelihood basis. The results are then

recorded on magnetic tape for later display (Hoffer, 1972).



33

-The second is a "perfield" or "per sample” classifier,
which, instead of classifying data points individually,
classifies entire fields of data points as individual deci-
sions {(Anuta et al., 1%71). In addition to the statistics
deck and the selected channel combination, the researcher
is required to submit field coordinates designating samples
of known cover type to be classified. The program then
classifies each field into one of the cover type classes
ﬁhich it has been trained to recognize, and prints out a
table of quantitative results (Table 14 and 15}.

The perfield classifier has the advantage of greater
s?eed, hence the consumption of less ¢omputer time, In
aadition,‘the perfield classifier makes some use of spatial
data by considering an entire group or field of data points
individually. Thus, if fwo hypothetical classes possessed
similar mean responses, but significantly differing stand-
ard deviations in the channels selected for the classifi-
cation task, the perpoint classifier, by-considéring data
peints individually, would likely result in considerable
confusion.

The principal disadvantages of the perfield classifier
include its inability to establish field boundaries, hence
the necessity for the researcher to perform this task in
advance. Also, unlike the perpoint classifier, the clas-

gsification results may not be displayed in a map-like image.
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Results Display

With the perpoint classification completed and record-
ed on magnetic tape, the results may be displayed both
quantitatively, in a tabular format, aﬁd gualitatively, as
a map or image.

The guantitative results display consists of a listing,
by class, of all training fields and a tabulation of the
number of points in each field classified into each class.
this is followed by a summarization of training class per-
formance similar to Tables 5-11.

In order to obtain a more meaningful evaluation of the
classification, however, the researcher will have selected
"test fields" (samples not used in training, but of known
cover type) before the classification was run (tc minimize
bias). These test fields are then examined by the results
display program which determines how well the classifier
performed on these areas. The results are then displayed
in the same format as decribed above.(Smedes et al., 1970)_
(Tables 5-11 are examples of test class performance tables}.

A rejection or "threshold" capability may be used in
the display program. By specifying an arbitrary threshold
level, the researcher directs the computer to decline final
classification of data points which do not locck sufficient-
ly like the class to which they have been tentatively as-
signed. Even though the tentative assignment is to the

"most likely" class, these borderline points are placed
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in a null category prior to the calculation of test fesults
(Smedes et al., 1970). The implications of thresholding
will be discussed briefly in the chapter on Materials and
Procedures,

Qualitative or map~like displays of classification
results may be obtained in one of two foims. First is the
-alphanumeric line printer display which is very similar to
that described earlier in this chapter. The principal
difference is that the researcher is required to choose
characters to represent the various classes. If desired,
such a line printer image may be manually color coded, but
this is a time consuming process,

A second and_more efficient means of obtaining color
coded classification results is by use of the digital display
unit, also mentioned earlier. The researcher specifies
colors to represent the various.classes, and the machiﬂe
determines the proper gray levels for each of three images
which are then displaved one at a time. An attached photo-
graphic unit allows the researcher to obtain a multiple
exposure, on color £ilm, oflthe three gray scales, each
through a different filter (blue, green, and red}. The
result is a color composite of the classification results

(Figures 26 and 27).

Experience gained at LARS indicates that the initial
classification attempt will often fall short of the investi-

gator's objectives., If the unsatisfactory performance is
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a result of incorrect or inadequate training statistics
then the researcher must go through a process of refining
his training fields and classes to a point where the test
results indicate the true capability to automatically
classify the data. By examining output from the various
programs, especially the statistics processor and the
guantitative results from the display program, the training
deck is revised and the sequence repeated, The.human ele-

ment is obviously far from eliminated.
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CHAPTER III

MATERIALS AND PROCEDURES

Introductory Statement

The procedures described in this section are adaptations
of those in the standard LARS analysis sequence outlined
in the Review of Literature. Data input includes multi~ .
gspectral scanner {MSS) imagery, color infrared (CIR)
imagery (in both photographic and digital formats), and
surface observations. Specific data used are on file in

the LARS data library.

Test Site Description

21 x 10 mile strip of land in Indiana, designated as
Segment 218, was the test site for this research. The site,
which has a north-south orientation, is located in Owen
County, about 2 1/2 miles west of Spencer, and about 45
miles southwest of Indianapolis. The site is located on
the Crawford Upland, é maturely dissected, westward sloping

plateau characterized by abundant stream valleys and a
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well-integrated drainage system. Most of the land area
is "in slope," with flat, narrow ridge tops and steep
valley walls (Schneider, 1966}.

Because of the extensive dissection of the terrain,
most of the agricultural land is in pasture and hay. Where
the topography allows, however, row crops (corn énd soy-
beans) are present, particularly on the floodplain of the
White River (Figure 23).

A dot grid coun£ on 1:120,000 scale color infrared
photography reveals about 60 percent of the area to be
forested. Most of this forest is composed of natural hard-
woods, (primarily tulip poplar, oak, hickory, maple, and
ash), though a few small white pine stands are present in
the segment, These are presumably plantations on abandoned
agricultural lands dating from the Civilian Conservation
Corps (CCC) days of the mid 1930's,

Much of the forested area has been grazed by domestic
livestock for many years. As a result, many of the forest
stands are open and parkﬁlike with a low stem density and
very incomplete crown closure. The increased illumination
of the forest floor allowed by this condition has resulted
in an invasion by grass. In short, much of the so-called
forested area is, in reality, an intimate mixture of forest

and pasture,
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bata Utilized

Multispectral Scanner Data

The multispectral scanner data used was collected by
the University of Michigan/Willow Run Laboratories with a
twelve-channel, single-aperture scanner., The instrument,
mounted in a C~47 aircraft, was flown at an altitude of
5,000 feet above terrain and the data utilized was obtained '
on Auqust 12, 1971 at 1504 Greenwich Mean Time (about 0917
local solar time). This meant that the data had to be
sun-angle corrected before it could be used successfully.

The data, was recorded in twelve wavelength bands in |

an analog format as follows:

Channel Wavelength Band (um) - Spe&tral Region

1 0.46-0,49 vigible

2 0.48~0.51 visible

3 0.50~-0.54 visible

4 0.52-0,57 visible

5 0.54-0.60 visible

6 . 0.58-0,65 visible

7 0.61-0,70 visible

8 0,72-0.92 near infrared

9 1.00-1.40 near infrared
10 1.50-1.80 middle infrared
11 2.00-2.60 middle infrared
12 _ 9,30-11.70 ~ thermal infrared

However, analog data is not compatible with a digital
computer, so an analog-to-digital processor was necessary
in order to convert the data to a format which LARS' IBM
360/67 computer could handle. The digitized channels were
next overlaid (registered), and a line and column coordinate
system added, to allow the researcher to interface with the

data. This data was then designated as Run Number 71052501.
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Photoqraphié Da?a

Thé photographic data was acquired on Kodak Aerochrome
Infrared 2443 film in a 9 1/2 inch format. The aerial
photos were acguired by the National Aéronautics and Space
Administration using a Wild RC~8 mapping camera equipped
with a Wild .510 um cut-off (minus blue) filter. The
camera (with six-inch focal length lens) was mounted in a
United States Air Force RB-57F reconnaissance aircraft
flown at an altitude of 60,000 feet above terrain. This
elicited imagery in a contact scale of 1:120,000. The
specific photographic frame used in thig research project
was exposed on August 12, 1971 at 1526 GMT (about 09239
local solar time), only 22 minutes after the MSS'data was
acquired (frame number 0076 of NASA Mission 177).

Data in a photoéraphic format is not compatible with
a digital computer, so the three emulsion layers had to be
photographically separated and individually Qigitized, as
described in the Review of Literature. The digitized data
was then designated as "Run Number 71056903", The sensi-
tivities of the photographic emulsion lavers provided

three channels of data as foilows:

Channel Wavelength Band {(um) Spectral Region
1l 0.47-0.61 visible
2 0.59-0.71 visible

3 0.68~0.89 near infrared
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The photography also served as a valuable secondary
source of "ground truth", particularly in cases where there
were any questions concerning the primary surface obser-

vation data.

Surface Observation Data

In May 1971, all farm operators in test Segment 218
were intexviewed by agents from local offices of the
Agricultural Stabilization and Conservation'Service (ASCS) .
These interviews were performed as partkof the 71971 Coxn
Blight Watch Experiment," which also providéd the imagery
used ih this experiment.

The interviews yielded data oﬁ the crop type or land
use of each individual field in the entire test segment.,
This information formed the primafy basis for the selection
of training and test fields used in this investigation.
However, these data had to be used with discretion, and.
with a knowledge of agricultural practices in the area.

For instance, fields observed in May and listed as contain-
ing wheat had been harvested before August (the time of
aerial data collection). Other fields, described as pasture,
or simply as woods, were often grazed woodlots. Other
apparent discrepancies were a function of the agricultural
practices involved. A field observed as corn might be so
weedy as to bear little spectral resemblance to more nor-

"

mal corn fields. It was in such questionableﬂinstances
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that the color infrared photography was used to either

verify or correct the surface observation data.

Special Data Analysis Techniques

The basic analysis procedure has already been described
in the Review of Literature and diagrammed in Figure 1.
Briefly, the first step was to develop a set of fields and
classes which could be used to train the computer to spec-
trally identify the categories of interest. Secondiy, in

order to obtain a guantitative determination of the accuracy

with which the computer performed, it was necessary to se-
lect a set of test areas that was both representative and:“
comprehénsive. However, before the analysis could begin

it was necessary to establish a few rules,

| Objective 1 called for a determination of the optimum
number of channels to use in mapping forest cover. One
would expect the best accuracy to be obtained when using
all available channels and, in fact,'this usually is the
case. Howevér, an increase in the number of channels used
in a classification reguires a disproportionate increase

in computer time (Figure 5), which costs on the order of
$250 per hour and brings to bear the obvicus action of the
law of diminishing returns on classification accuracy. One
might conclude that, considering the dual parameters of
both accuracy and cost, something less than all twelve chan-

nels might be optimum. Indeed, experience has shown that
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the right combination of four or five chahnels gives almost
the same accuracy as obtained with all channels, and at a
far iower cost in terms of computer time.

The optimum channel number study outlined in Objective
1, however, requires the prior development of representative
training and test decks to be used as standards throughout.
This, in turn, regquires a decision as to how many channels
should be_used during the development of these decks. |
Therefore, based on past experience and the intuitive feel-
ing developed by the more experienced researchers at LARS,
the decision was made to use four channels in the initial
development of the training and test decks,

After deciding how many channels to'use, it became
necessary to decide just how the "best" combination of chan-
nels would be selected. As mentioned in the Review of
Literature, the separability processor offers the researcher
three basic opéions by which he may influence the computer's
selection of the "best" channel combination., The processor
may first be requested to select the optimum combination of
channels on the basis of either the highest average inter-
class divérgence or highest minimum interclass divergence.
Since preliminary studies indicated that deciduous forest
and coniferous forest, the two classes of primary concern,
would be the most difficult pair of classes to separate, it
was decided to/select the "best" channel combination on

the basis of highest minimum interclass divergence.
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Another option in the separability processor allows the
researcher to differentially weight one or more pairs of
clasées. From this, one immediately realizes that within
this option, the number of possible ways to influence the
selection of the "best" channel combination is limitless.
Therefore, in order to keep the analysis following a well-
defined procedural path, it was decided to use no differen-
tial interclass weighting with the separability processor.

The third option available for influencing channel
selection is that of simply deleting one or more channels
from consideratioﬂ‘by the processor. This option was not
used in the development of the standard training and test
decks.

Another decision that had to be made was one concerning
the use of thresholding in the calculation of classification
results. The classifiér algorithm is designed to classify
each and every point into the class it most nearly reéemb;es,
even though the resemblance may be qguite remote. Some
points, therefore, will be borderline and of doubtful iden-
tity. For this reason a thresholding option was incor-
porated into the display program in which classification
performance figures are calculated. The thresholding option
simply places borderline points into a separate null or
"threshold" class, which would be very useful if it affected
only misclassified points; however, it will also threshold

weakly (but correctly) classified points. The final result
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is that classification accuracies cannot be increased by
thresholding and, in fact, they are nearly always reduced
somewhat. Because of this bias, which may affect different
classes in different ways, thresholding was not used in

the calculation of any quantitative test results.

Wwith the esﬁablishment of rules regarding the number
of channels to use initially, the selection of the "best”
channel combination, and thresholding, the analysis pro-
cedure was followed as outlined in the Review of Literature.

The accuracy of the first classification attempt was
quite poor. A careful analysis of the color infrared photo
revealed the probable cause to be several questionable
designations in the ASCS ground observations.

It was evident, upon careful examination of the photo-
graphy, that the computer had, in some instances, been
trained incorrectly to identify certain cover types, and
had then been asked to identify test areas as something
which they were not.

The most common discrepancies involved training and
test fields designated as either deciduous forest or forage
when in fact they were some of both; that is, they were
grazed woodlots with very low stand densities in which
portions of the fields were pasture (grass) while other
areas of the same field consisted of tree foilage. To train
the computer to recognize the entire field as either pasture

or trees would have certainly been incorrect. Likewise, it
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would have been unfair to expect the machine to ciassify
such a test area as either one or the other. Such fields,
therefore, had to be deleted from consideration as training
or test areas,.

A similar problem occurred in several fields which
were "corn", according to the surface observation data. The
farmers concerned had apparently made.little or no effort
at weed control., Again, it would have been incorrect to
train the computer to recognize such a field as corn when
its spectral response was due largely to the presence of
weeds. Such anomalous fields were therefore deleted.

For the most part, the ASCS ground observation data
was adequate for training and test field selection. However,
it had been collected three months before the acquisition
cf the MSS and photographic imagery used in this research
project and was intended for use in an agricultural ;urvey.
Thus, in addition to some of the observ&tions being out-of-
date, the land use definitions utilized were agriculturally
oriented and often inadequate for application to forest
cover classification. Consequentiy, apparent discrepancies
had to be resolved on the basis of careful interpretation
of the color infrared photography; The training and test
decks were tben appropriately corrected. The.analysis
procedure was next repeated in its entirety, in order to

refine the training deck.
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During this procedure, an attempt was made to select
test areas in approximately the séme proportions as repre-
sented by the various cover classes in the segment. While
this was not necessary to obtain reliable figures for the
classification accuracies of individual classes, it did
make possible a more reliable estimate of the classification
performance of the segment overall. The training sample
selection process was long, subjective and certainly not
"automatic" or operational, but it was necessary in order
to develop adequate training and test decks to be used as

standards in subsequent experiments (Appendix A).

Channel Number Study

As stated previously, during much of the past analysis
of MSS data at LARS, four channels have customarily been
used for the classification of the data. Though the use
of more channels increases accuracy somewhat, it also
drastically increases the amount of computer time (and thus
the cost). The use of four channels, then, has generally
been considered the best trade-off between classification
accuracy and computer time, This practice has been based
largely on intuition, however, since there have been no
formal studies conducted using data acguired by the multi-
spectral scanner in its current configuration.

Therefore, before proceeding with the rest of this

research, it was decided to run a simple experiment to see



48

whether or not four channels seemed optimum. The computer
was given the statistics derived froﬁ the final training
deck, and the separability processor was requested to select
the best 1, 2, 3, 4, 5, 6, 8 and 10 channels, according to
minimum divergence, and without weighting. The flightline
was then classified with each of the best n-channel combina-
tions and with all twelve channels., The resulting test class
‘accuracies, along with cﬁmputer.time required, were plotted
over number of channels used (Appendix B, Figure 5).

Based on these results, the decision was made to use five
channels in all subsequent work. The decision was arbitrary,
however, in the sense that a detailed cost-benefit study

was beyond the scope of this project.

Forest Mapping Capability

To determine the "absolute" capability to map forest
cover with MSS data and ADP techniques is impossible. No
matter how much time and effort one might dévote to refining
the training deck, there would always be room for improve-
ment.

However, in order to arrive at an approximation of
what might be expected, the results of two classifications
were studied. Since it had been previously decided that
the use of five channels offered the best trade-off between
computer time and accuracy, the results of the classification
performed by the best five-channel combination were studied

further,



49

This five-channel classification offered what might
be expected in an "operational” situation, assuming of
course, that five channels would be used in such a situation.
One must fully recognize, of course, that advances in com-
puter technology may make it quite feasible to use all
available channels, As a comparison, therefore, the results
obtained by the use of all twelve channels were also
examined, even though the slight gain in classification
accuracy was at the expense of a considerable amount of
computer time,

Another consideratioﬁ is that the second objective
of this study requires a determination of the capability
to differentiate between general forest cover and other
cover types, as well as the capability to distinguish
deciduous from coniferous forest. In the classification
of the data, deciduous and coniferous forest were trea_ted
as separate classes, therefore the results did not give an
accurate idea of how well forest cover, in general, could
be classified. To remedy this situation, the test class
results from deciduous forest and coniferous forest were
mathematically combined to form a separate class. In
effect, a test point from either of the two forest catego~
ries was considered to be correctly classified if it was
classified as either deciduous or coniferous forest.

_ Confusion between the two forest categories, then, was not

considered in computing the accuracy for the "combined
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forest" category. As an example consider Table 3 and
Figure 8 in which [(29745 + 1001 + 3 + 85) /{32252 + 88)] x
100 % 95.4% is the classification aécuracy for combined
forest. The figures for overall classification accuracy,
however, were calculated by the computer with deciduous

and coniferous forest considered as separate. categories.

Spectral Region Evaluation

For the purposes of this study, the twelve available
channels of scanner data may be grouped into four basic
regions of the electromagnetic spectrum -- visible, near
infrared, middle infrared, and thermal infrared (Figure 6).
These spectral regions seem to vary in importance or value
as far as the classification of scanner data is concerned.
Because of this, it was decided to use the final training
and test decks to draw some general conclusions as to the
relative values of these spectral regions,

The statistics derived from the training deck were sub-
mitted to the separability processor as before, except that
all the channels comprising a given spectral region were
deleted from consideration in various combinations of one
Or more spectral regions at a time. The processor, then,
was required to select the best combination of five channels
from the spectral region or regions which had not been
deleted. In one iteration, for instance, all infrared chan-
nels were deleted, thus requiring the processor to select

from the visible channels only. In another iteration,
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MSS8-Digitized CIR Comparison

Several approaches were tried in order to achieve a
comparison between the automatic forest cover mapping capa-
bilities using scanner imagery and digitized color infrared
(CIR) photography. The first step, however, was to obtain
a line printer display of the digitized photography and
carefully determine the coordinates of training and test
fields exactly corresponding to those used in the analysis
of the scanner imagery. Thus the computer was trained and
tested with the same areas on both sets of data. Because
of differences in digitization rates between the scanner
data and the digitized photography, the numbers of data
points were not the same, even though the areas involved
were identical. It should also be noted that there were
several training and test fields at the southernmost end of
the segment which did not appear on the digitized photograph,
but which were included in the scanner data analysis. Be-
cause the segment was too long to appear in its entirety on
any one frame of photography, portions of the two adjacent
frames would have had to be digitized in order to include
the entire segment, adding significantly td the difficulty
of the procedure.

With the transfer of training and test fields completed,
the segment was classified, using all three channels of
digitized photographic data, and the perpoint classifier as

previously described. As a further study a "perfield"
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classifier was used which, on the basis of the same set of
training statistics, classified each test field as an indi-
vidual decision, into one of the six defined classes.

The results from these two classifications were then
compared with similar classifications of the MSS data.
Since MSS Channels 4, 7, and 8 correspond approximately to
the three available channels of the digitized color infra-
red photography (Figure 7}, classification results using
these three MSS channels were utilized for the comparisons.

In the process of evaluating the results from this
study, a visual comparison of the two sets of data (MSS
and digitized CIR photography) was desired. Gray scale
images of the corresponding channels (MSS Channels 4, 7,
and 8, and CIR Channels 1, 2, and 3) were photographed from
the digital display unit (Figures 20-23). In addition,
color infrared reconstitutions of the two sets of data were
produced by a process similar to that described in the
Review of Literature for the production of color-coded
classification results. |

Basically, this procedure consists of displaying the
three channels in each data set as described in the para-
graph above. Instead of obtaining black and white photo-
graphs of the individual gray scales, however, a single
frame of color film is exposed successively to each of the
three éppropriately filtered gray scales. For example, in

the digitized CIR data, Channel 1 covers the green portion
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- of the spectrum. Since green wavelengths produce a blue
rendition on positive color infrared film, the gray scale
of Channel 1 is photographed, from the digitél display,
through a blue filter. Channel 2, which covers the red
portion of the spectrum and produces a green rendition on
CIR film, is exposed through a green filter, Likewlise
Channel 3, covering the near infrared wavelengths, is ex-
posed through a red filter. With all three of these
filtered gray scales recorded, consecutively, on the same
frame of normal color film, a color infrared reconstitution
of the data is produced (Figure 25).

Channels 4, 7, and 8 of the MSS data were photographed
in the same manner, thereby producing the images in Figure
24. These images of the digitized data provided a means

by which the data could be visually compared.

&
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With the cost of computer time at $250 per hour, and the
obvious action of the law of diminishing returns on the
overall classification accuracy with increased number of
channels, it would seem that a combination of far less than
twelve channels would be optimum. Without the assistance
of a detailed cost-benefit study, it was decided to use the
best five-channel combinations of wavelength .bands in all
subsequent work as the best five-channel combination gave
an overall classification accuracy slightly in excess of

90 percent and used only a little more than twenty minutes

of computer time.

Forest Mapping Capability

The best five-wavelength band classification results,
and the maximum accuracy classification results, (cbtained
by using all twelve wavelength bands) are illustrated in
Figures 8 and 9 and Tables 3 and 4. (A color-coded clas-
sification of the northern and southern portions of Segment
218, using the best five-channel combination, is shown
later in Figure 26).

The bars labeled "combined forest" in Figures 6 and 7
illustrate results of a mathematical combination of clas-
sification results from the deciduocus and the coniferous
forest categories, and indicate the separability of
general forest from other cover types. ‘This combiPed forest
class separates accurately from all other cover types (95,3

percent with the "best" combination of five channels and



M A
© suUba
@ hle
o
© UIo
o o)
o a6
© D
@ o
w
o 431oM
5
1y]
p 188404 SNCJBLLCD
o
N B
~ 159104 Shonpioe()
o
a1
o {58104 paUIquIo]
&
7 {IDRAQ
{ oy 3 \ 1 . i . 1 1.
) o) [s) o o) o) o) O e O
o » o r~ © 0 <+ m o -
{94) AODUNODY UOLDOHISSDY
~
8 sSUDegAcS
P (17!
o
S 0]
S abpigy
@
o
o JS{OM
o
w
& 158404 SNQIJLOY
o0
o
o 158104 SNONPISS(]
3
b 150107 PAUIQUIOD
g .
4 HDIBAQ
5 1O s y 1 | i 1 I !
o o) o ) o [o] o
o o o r~ 8 Irel < 15 3 -

{%} Aopinody UOHDDIHSSDID

Cover Type

Cover Type

Test class performance of MSS

FPigure 9.

Test class performance of MSS
data using best 5-~channel

combination.

Figure 8,

data using all twelve channels.

61



Table 3. Test class performance using best combination

five channels.

CHANNEL 4 SPECTRAL BAND
CHANNEL 6 SPECTRAL DAND
CHANNEL 9 SPECTRAL BAND

CHANNEL 10 SPECTRAL BAND
CHANNEL 12 SPECTRAL BAND

CLASS
1 DECIE
2 CONIFER
3 WaTER
GROUP YRt cgﬁéi
1 DECID 32252 92.2
2 CONLEER 88 96,6
3 WATER 3138 98.2
4  FORAGE FLT60 © B5.5
5 CORN 2679 90.7
6 sov 2676 95.7
TOTAL 49794

CVYERALL FERFCRMANCE( 45206/
AVERAGE PERFOUMANCE BY CLASSI

49794} =
558.9/ &

JCHANNELS USED _
0.52 T0 0.57 MICRGKETERS  CALIBRATION CODE
0.58 T0 0,65 MICROMETERS  CALIBRATION CODE
1.00 TO 1.40 MICROMETERS  CALIBRATION CODE
1.50 Y0 1.80 WICROMETERS  CALIBRATION COBE
9,30 TG 11.70 MICROMETERS  -CALIBRATLON CODE

CLASSES
CLASS
4 FORAGE
5 CORN
6 SLY

TEST CLASS PERFORMANLCE

NUMBER OF SAMPLES CLASSEFIED [NYC

CONIFER WATER  FORAGE  CORN sov

1001 0 378 245 663

85 0 0 o 0

2 333 3 o 0

7 2 10052 413 126%

4 o 191 2431 52

o ¢ 91 15 2560

1033 "335 10715 3104 4759

0.8

)= 93,2

- e

co
co
o

[V

€0

62

of



63

Table 4, Test class performance using all twelve channels.
CRANNELS VSED |
CHANNEL 1 SPECTRAL BAND D.46 TD 0.49 MICROMETERS CALIBRATION CODE 1 LO = 0.0
CHANNEL 2 SPECTRAL BAND C.48 ¥0 0.5F MICROMETEAS CAL IBRAYIDKR CODE 1 O = 0.0
CHANNEL 3 SPECTRAL BAND 0.50 TO 0.54 MICROMETERS CALIBRAYION CODE 1 o = 0.0
CHANNEL 4 SPECTRAL BAND D.52 TO £.57 MICROMEYERS CALIBRATIDN CGDE 1 D = 0.0
CHANNEE 5 SPECTRAL BAND 0.54 10 0.60 MICROMETERS CALIBRATION £00E = 1 L0 = C.0
CHANNEL & SPECTRAL BAND 0.58 TG 0,65 MICROMETERS CALIARATION CODE i £0 = 0.0
CHANNEL 7 SPECTRAL BAND D.61 TO 0.70 MICROMETEKS CALEBRATION LODE 1 ce = 0.0
CHANNEL & SPECTRAL BAND C.72 TO 0.92 MILROMeTERS CALEBRATION CODE 1 Lo = 0.0
CHANNEL & SPECTRAL BANE 1.00 70O 1.40 MICROMETERS CALIBRATION COBE i L0 = 0.0
CHANNEL 10 SPECTRAL BAND 1.5%0 0O 1.80 MICROMETERS CALIBRAYION CODE 1 Lo = 0.0
CHANNEL 11 SPECTRAL BAND 2.00 FO 2.60 MICROMETERS CALTBRATINN CODE 3 Lo = 6.0
CHANNEE 12 SPECTRAL BAND 9.30 TG 1L.TOlMlCROK£¥ERS .EALISRATKHN LOvE 1 coe = 32,73
CLAESGEHM
CLASS CLASS
1 DEC D 5 FORAGE
2 CONIFER 5 CORN
3 HATER sovY
_TEST CLASS PERFDRMANCE _
wu oF oer. NUMBER DF SAMPLES CLASSIFLED INTO
GROUP S$AMPS CORLY DECID CONIFER  WATER FORMGE CORN Sgy
PODECED 32252 97.2 31319 3%9 +] 253 i1z 119
2 LONIFER 66 5.5 & Bsg o} 1] 0 0
3 KWATER 139 98.5 1 1 334 3 o \]
4 FORAGE LL760 88.6 A3 5 1 10420 245 1050
5 LORN 2679 GH.9 1 2 b &L 2597 18
& SDY 2676 96.3 5 1 1] T4 i8 25748
TOTAL 49734 31349 Y "33 aosel 2972 3325
OVERALL PEAFOGRMANCEL 4??52! 439451 = 95.1

AVERAGE PERFORMANCLE BY ILASS{ 573.0/7 o) = 95.5
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98.3 percent with all twelve channels used), a result
showing a potential for using ADP techniques in operational
situations.

Table 3 shows that coniferous forest seems to separate
quite well from the other cover types considered ({about 96
percent), while deciduous forest cover offers a bit more
difficulty, as shown by a classification accuracy of 92
percent. Table 3 further indicates that much of the mis-
classification of deciduous forest is a result of confusion
with coniferous forest, as illustrated by the 1001 deciduous
test ioints which were misclassified as coniferous forest.

An examination of Figure 26 illustrates many scattered
individual points of conifer in the deciduous forest areas,
These misclassified points are apparently areas of shadow |
in the deciduous forest canopy. These shadow areas are
explained by the fact that, like most forest stands, the
deciduous forest areas in this segment do not have a crown
closure of 100 percent. 1In fact, crown closure is more on
the order of 60 to 70 percent, with far less than that in
many of the areas where livestock has been allowed to graze.
The resulting small clearings, combined with the extremely |
rough texture of the uneven-aged forest canopy, create many
areas of shadow which, in some cases, were confused with
the darker tones of coniferous crowns (note the triangle-
shaped conifer stands in the northern portion of Ségment

218, Figure 24) . This rough texture of the forest canopy
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resulted in many areas of shadow, but it'also caused highly

illuminated points on the sunward side of tree crowns. This
additional phenomenon seemed to account for many of the data
points in deciduous forest areas which were misclassified

as agricﬁltural cover types.

It éhould be noted that the LARS system of determining
test area accuracies often results in.conservative accuracy
percentages. This is because an entire test area must be
declared by the researcher to be one cover type or another,
rather than a mixture. However, in reality, mixture of
cover types are the rule and were often mapped out by the
computer as such, but in the tables of test areas, this
situation is ndt apparent. For example, some of the deci- .
duous forest test points "missclassified" as forage were
not misclassifications at all. In grazed woodlands where
the forest cén0py density has decreased and the entire stand
has become more open over time, grass has invaded the.forest
floor. In many cases the classifier, in fact, correctly
classified such forage areas under open deciduous stands.
Conversely, the system has correctly classified scattered
individual tree crowns growing in pasture fields (compare
southern portion of'Segment.218 in Figure 24 with classi-
fication results in Figure 26). Therefore, in some cases,
the actual classification accuracy may be even better than

the numbers indicate.
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The water, forage, corn and soyvbean classes varied
considerably in their classification performance., As is
usuaily the case, water was classified with an extremely
high accuracy, due to its low reflectance in the near and
middle infrared portions of the spectrum {Figure 3). The
row crop categories, corn and soybeans, also were classified
with quite high accuracy as a combined class, An examina-
tion of Table 3 reveals that what confusion did take place
with corn and soyvbeans was primarily between the two cate-
gories rather than with other cover types. Forage, which
is a "catch-all" category to a certa%n extent, since it com-
bines pasture, hay, and stubble, had an extremely wide
variance and inevitably classified rather pcorly, seldom
exceediné 85~-88 percent accuracf.

While confusion occurred between many of the categories,
it should be emphasized that the confusion between the
forést categories and other non-forest categories was hinie
mal, indicaﬁing the relatively high spectral separability
of forest, in general, from other cover types, using ADP
techniques. This result is one of the major, significant
findings of this research,

Table 4 lists the results of the classification derived
from use of all twelve channels. (These results are also
illustrated in Figure 7). The overall classification
performance was sliéhtly over 95 percent and, as éﬁ indivi-

dual cover type, only forage did not exceed 95 percent
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accuracy. While the overall accuracy was increased by about

"

4 percent over the use of the best five-channel combination,
ﬁhe amount of computer time required to buy this increased
accuracy was considerable -- about 90 minutes compared to
20 minutes as indicated in Figure 5. With computer time
costing $250 per hour, this is an increase from $83 to

$375.

Spectral Region Evaluation

One of the major phases of this research project invol-
ved the evaluation of the spectral regions in which the
scanner data was obtained, including the visible (0.46-

0.72 uym), near iﬁfrared {(0.72-1.4 um), middle infrared
(1.4-4.0 m) and thermal infrared (4.0-13.5 m). This was
the first time that this type of guantitative evaluation of
the various spectral regions had been conducted., Tables
5-11 show the test class performaﬁces obtained in the
various analysis sequénces conducted during this phase of
the research. From these tables, Figures 1l0-17 were prepared
using the ?ercenticorrect identification for the. test o
samples of the different cover types. All cases (Tables
5-11) involve only five wavelength bands for the classifi-
cation. Table 5 is the control in that all twelve wave-
length bands were considered by the feature selection pro-

cessor, with the resulting best five-channel combination

used in the classification. In the subseguent analysis
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sequences, one or more spectral regions were deleted from
consideration in the channel selection process, but in each
case a total of five wavelength bands was actually used in
the classification. It is of particular significance to
note that the five wavelength bands actually utilized in the
control classification (Table 5) included one in the green
portion of the visible, one in the red portion of the
vigible, and one each in the near infrared, the middle in-
frared, and the thermal infrared regions.

Figure 10 illustrates the overall test results for the
various analysis sequences. The first bar in the figure
represents the test results provided by the control combina-
tion of channels which was selected upon consideration of
all available channels. The remaining bars represent test
results obtained from the five-channel combinations selected
in the various other channel selection sequences. Because
of its predominance in the segment, aﬁd hence in the test
deck, the deciduous forest class has a greater effect than
any other on the overall test results, For this reasonm,
Figure 10 bears a close resemblance to Figure 12.

Figure 11 illustrates the high separability of forest
cover {deciduous and coniferous forest combined) from other
cover types, when various combinations of spectral regions
were considered. In all but two cases the accuracy equaled

or exceéded 95 percent., When only visible channels were

considered (Table 6) a considerable amount of confusion
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petween forest and water resulted. Figure 3 illustrates

that while the mean reflectance of the two forest categories
is somewhat lower than that of water in the wvisible channels,
there is still much overlap, which explains the confusion
between these categories. Also note from Figure 3 that
forest tends to have a significantly lower response than

all three of ﬁhe agricultural classes in the visible channels,
so with only the visible channels considered, forest still 
.separates from other cover types with an accuracy in excess
of 90 percent.

“The five infrared channels alone (visible excluded from
consideration) were able to separate forest from other cover
types with an accuracy of slightly less than 90 percent
(Figure Il1). In this case, forest was misclassified as
corn andlforage (Table 7). This would ‘indicate that forest
bears some resemblance to corn and forage in the infrared
channeis, resulting in confusion when the visible is not
included to aid distinction. 1In all cases, however, there
occurred at least some confusion between forest and the agri-
cultural cover types. |

A few of these misclassifications were valid. That is,
grassy clearings in some of the forested test areas were
often classified as forage, which indeed they were. For
the most part, however, these misclassifications could pro-

bably be attributed to the fact that the highly illuminated
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sides of tree crowns had spectral responses very similar to
those oé agricultural cover types.

With combined forest broken down into its two compo-
nent categories, the classification results were more vari-
able (Figures 12 and 13). A majdr source of error in all
cases was that of deciduous being misclassified as conifer.
In several cases, confusion between deciduous and the
various agricultural cover types was also significant.

rables 5-11 and Figure 12 list and illustrate the re-
sults for the deciduous forest class. When.all channels
were considered (Table 5), the largest single source of
error was that of deciduous being misclassified as conifer
in addition to some confusion with the three agricultual
cover types. While the visible channels alone separated
combined forest from other cover types with an accuracy of
92 percent (Figure 11), theyﬂdid a very podr job of dif-
ferentiating between deciduous and coniferous forest (Table
6, Figure 12). This confusion would be expected by anyone
who has ever attempted to differentiate between deciduous
and coniferous forest on either panchromatic or normal
color photography. In general, conifers have a somewhat
lower reflectance than deciduous trees in the visible
wavelengths. However, the conifer stands present in Segment
218 were eastern white pine, which has a higher reflectance

than most conifers. In fact, the coniferous forest training
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class actually exhibited a slightly higher mean reflectance
than deciduous in the visible channels (Figure 3). These
data support the statement that the difference between the
deciduous and coniferous forest present in this segment

was minimal in the visible portion of the spectrum.

Also, based on the visible wavelengths, a significant
number of deciduous forest data points in the test areas
were misclassified as water (Table é). Figure 3 illustrates
the spectral similarity between deciduocus forest and water,
in the visible wavebands, thus explaining the reason for
this confusion. »

The five infrared channels aloge provided much improved
separation between deciduous and coniferous forest (Table
7, Figufes 12 and 13). Figure 3 illustrates the lower mean
reflectance of conifer in the near and middle infrared,
particularly in Channels 9 and 10. There was much confusion,
however, between deciduous forest and two of the agricul-
tural cover types, corn and forage.

Accuracy did not decrease, when the near infrared was
deleted from consideration, (Table 8, Figure 12), nor did
it suffer when middle infrared was deleted from considera-
tion (Table 9). However, when both near and middle infra-
red were deleted so that only the visible and the thermal
infrared were considered, recognition accuracies for
deciduous forest dropped considerably (Table 10, ﬁigure 12},

Combined forest was still classified gquite well when both
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the near and middle infrared were deleted from consideration
(Figure "11), but there was considerable confusion between
deciduous and coniferous forest, and some confusion between
deciduous and soybeans. Apparently the near infrared and
the middle infrared regionsléerve the same function. Thus,
while it is not necessary for both regions to be present,
one of the two appears necessary for reliable forest cover
mapping.

The results of the classification from which the thermal
infrared was deleted (Table il, Figure 12) show good separa-
tion between deciduous and conifer, as well as good separa-
tion between combined forest (Figure 1ll) and other cover
types. The only problem appears to be some confusion between
deciduous and forage (Table 11}. This confusion might per-
- haps be explained by the differences in relative depth of
the two canoPies;lthat is, the deciduous forest presents
a very deep canopy, perhaps 30-50 feet, while forage has a
depth of only a few inéhes. These differences in relative
depth would undoubtedly result in different thermal charac-
teristics for the two cover types. If, in some instances,
the only significant differences between two cover types
were thermal-related, the presence of the thermal channel
would be c:itical.

The principal source of error in the coniferous forest
category (Figure 13) was that of conifers being misclassi-

fied as deciduous. The only case where conifer was



84

misclassified to any significant degree as something other
than deciduous forest was where only the visible channels
were used (Table 6)., Here, there was some confusion between
coniferous forest and water. The spectral similarities of
coniferous forest and water in the wvisible channels are
illustrated by Figure 3. For the most part, however,
coniferous forest was highly separable (Figure 13}.

In all but two cases, water easlly separated from
other cover types with a very high degree of accuracy
(Figure 14). One exception was the case in which only
visible channels were considered (Table 6). Here a con-
siderable number of test points were misclassified as deci-~
duous forest and forage. Researchers at LARS have pre-
viously noted and documented the similarities in the visi-
ble wavelengths between water, particulérly turbid water, and
many vegetative cover types (Figure 3). Thus, without the
infrared channels present, confusion may be expected to re-~
sult. The second instance of poor classification for the
water category occurred where both the near and the middle
infrared were deleted, indicating that, of the three infra-
red regions, these two are the most important for classi-
fying water, This is borne out by the excellént results
obtained when the thermal infrared channel was deleted
from consideration (Table 11, Figure 14). This deletion
caused no reduction in classification accuracy for water.

It is interesting to note- that in the channel number study
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discussed earlier, the best single channel selected was
Channel “10, in the middle infrared. This channel alone
classified water with an accuracy in excess of 96 percent
(Table 2, Appendix B}. This is explained by the fact that
in this particular wavelength band as in the others consti-
tuting the near and middle infrared regions, water has a
sdbstantially lower response than most other natural
 cover types (Figure 3).

Forage was used as a "catch-all" agricultural category,
and consisted of pasture, hay, and stubble. Ag might be
expected, it had an extremely wide spectral variance (Figure
3} and for the most part, gave a low classification accuracy
relative to the other catégories-(Figure’lSS. "In all
cases the primary source of confusion occurred between
forage and row crops. The only exception was when only
infrared channels were considered (Table 7). In that case,
a few forage test points were misclassified as deciduous
forest. For the most part, however, confusion between
the forest categories and forage was relatively insignifi-
cant. It is of importance to note that forage was the only
category whose classification accuracy was substantially
reduced by the deletion of the thermal channel (Table 11).

This confusion, allowed by the absence of the thermal
infrared, concerned corn and soybeans. The row crop canopy,
being deeper and more vigorous, was more influenced by the

cooling effects of transpiration than the less vigorous
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and constantly trampled pasture fields, pefiodically mowed
hay fields, and harvested stubble fields constituting the
forage class (Figure 3). The absence of the thermal infrared
channel, then, would be expected to result in a certain
amount of confusion.

As with forage, there was little coﬁfusion between the
 row crop categories (corn and soybeans) and the forest
categories. Misclassification, for the most part, consisted
of confusion between the three agricultural cover types,
i.e. forage, corn and soybeans (Tables 5-11, Figures 15-17).
" This confusion did not affect, and in fact, was of 1little
interest to the objectives of this study.

To summarize, it would appear that, for forest cover
mapping, the various spectral regions do differ signifi-
cantly in relative value. The visible channels alone seem
to do a good job of separating combined forest from other
cover types, but are inadequate as far as differentiating
between deciduous and coniferous forest. The infrared
channels alcone, on the other hand, seem to perform well in
differentiating between deciduous and coniferous forest,
but are not as satisfactory as the visible for separating
forest in general, and deciduous in particular, from other,
nonforest, cover types. The logical conclusion, then,
would be that both the visible and the infrared channels

are necessary for accurate hasic forest cover mapping. When

either the near or the middle infrared are deleted
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individually, accuracies remain high, but when both are
deleted at the same time, accuracy drops considerably. On
the other hand, when the thermal infrared is deleted, the
drop in accuracy is slight. This would indicate that of the
infrared wavelengths, the’reflectivé infrared (near and
middle infrared) is the most important, and that only one
of the two reflective infrared wavelength regions is really
necessary to obtain good results. This conclusion seems
to be supported by the results thus far obtained in the anal-~
ysis of ERTS multispectral scanner data, which is recorded
in two visible and two near infrared channels. The infor-
mation containéd in these four éhannels seems to be suffi-
éient for accurate basic forest cover mapping {(Landgrebe
et al. 1972).

This is not to say, however, that the thermal region
is unimportant. It is interesting, and of some significance,
to note that the separability processor always selected at
least one channel from each of the spectral regions which
it was allowed to consider. For instance, when it was
allowed to consider all twelve channels, i.e. all four
spectral regions, it selected two visible, one near infrared,
one middle infrared, and the thermal infrared channel, Like-
wise, in all other cases, it selected at least one channel
from each of the available spectral regions. This would
indicate that in general, all four regions are important,

even though their relative values may vary.
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A second set of twelve-~channel MSS data, acquired the
same day over similar cover types near the Ohio River, was
analyzed in the same manner as Segment 218. While the
classification accuracies deviated from those described
above, the trends were similar,and tended to substantiate

" +he above stated conclusions,

M8S-Digitized CIR Comparison

The results of the comparisons between MSS data and
digitized color infrared photography are listed and illus-
trated in Tables 12-15 and Figures 18, 18 and 27. The
three MSS data channels used in this comparison were those
which most closely approximated the wavelength bands of the
color infrared photos (Figure 7). In general, the digitizedr
photography compared ?oorly, especially where the perpoint
classifications were concerned (Tables 12 and 13 and Figure
18}, The greatest discrepancy in classification accuracy
between the two sets of data occurred in.the forest cate~
gories, particularly deciduous forest.

In the MSS data, the primary source of confusion for
deciduous foreét was with coniferous forest, and vise
versa (Table 12). In fact, a mathematical combination of
the two forest classes revealed a classification accuracy
for combined forest of 93.6 percent with only three
channels. The remaining classes, with the exception of

w

forage which was badly confused with row crops, were
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poor results were probably due, at least in part, to inade~
quate training for the digitized photdgraphic data. What
was sufficient for the MSS data was apparently inadequate
for the digitized color infrared photography. Since the
plan of analysis did not call for alteration of the training
deck for the benefit of the digitized photography, however,
the inadeqﬁacy of the training deck cannot be substantiated.
An examination of Figure 4, reveals the apparent lack
of spectral contrast between the training classes in Channels
1 and 2 of thHe digitized photography (with the exception of
forage). Only in Channel 3 do there appear to be any.
significant spectral differences, and even there the forest
classes show much similarity. The MSS data, on the other
hand, (Figqure 3) exhibits much more contrast in the three
corresponding channels (four:0.52-0.57 um, seven:0.61-0.70 um,
and eight:0.72-0,92 uﬁ). In all three MSS channels, the
two forest classes appear to have a significantly lower
response than the three agricultural classes (Pigures 3,
20, and 22) with water plainly separable in Channel 8
(Figure 3). In general, then, according to the relative
differences shown on the cospectral piots of Figures 3 and
4, the digitized photography has a narrower dynamic range
with less contrast between the training classes., The fact
that there is greater contrast between general forest and
other cover classes in the MSS data than in the digitized

photography is evident in Figures 24 and 25.


Larry Biehl
Note
Pages 92-93 are not in the original document.
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Another problem may be thé limited number of channels
availabl;. The spectral region evaluation study, based on
various five-channel combinations, concluded that the visible
and near—infrared portions of the spectrum should be ade-
guate for accurate forest cover mapping. However, when
these two regions were represented by only three channels,
(M85 Channels 4, 7, and 8 for purposes of the comparison
between the digitized photographic data and the MSS data),
the results did not reflect those obtained with the use of
five channels. Of further note is the channel number
study in which the feature selection précessor selected
the "best" three-channel combination from the visible,
middle infrared, and thermal infrared and still fell short
of 90 percent overall classification accuracy {(Table 2,
Figure 5). Since the number of channels used in a classi-
fication determines the number of dimensions, in space,
in which decision boundaries are established by the clas-
sification algorithm, one might conclude that three dimen-
sions or channels are simply not enough, especially when
those channels which are available are limited to the
visible and the near infrared portions of the spectrum.

The discrepancies in classification accuracies between
the two data sets are less in the perfield classification
results (Tables 14 and 15, Figure 19) than in the perpoint
results., In addition, for the most part, the perfield

classification results are substantially higher, with the
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exception of forage which actually decreased slightly where
the MSS data was concerned. Several classes (including both
forest classes) were classified with an accuracy of 100
percent, in the MSS imagery.

Past work at LARS has indicated that accuracies almost
always tend to be higher with the perfield classifier. By
looking at the test field as a whole, dissimilar individual
data points are averaged in with all the other points in the
test field. While‘they have an influence on both the mean
and standard deviation of the test field, such dissimilar
points are not classified individually based on their own
spectral characteristics, but rather with the remainder
of the test field as one decision. In effect, then, the
perfield classifier considers sPatiai as well as spectral
information. This is a basic and extremely important
aspect of this classifier.

Despite the appearance of tendencies and trends, the
validity of comparing these two types of data (digitized
photography and MSS) is somewhat questionable. While the
two types of data may be processed to the same format,
amenable to the same analysis techniques, their acquisition
is by entirely different means; the scanner being electro-
nic in nature, while the photographic emulsion is chemical,

Both good and poor results have been reported con-
cerning the automatic analysis of digitized multiefmulsion

photography. While the results of this study are
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‘inconclusive, suffice it to say that automatic analysis of
photogrﬁphic datanshould be approached with extreme caution.
Though photography is cheaper and easier to acquire than
scanner data, and is easily interpreted manually, the narrow-
er dynamic range, the illumination problems within this
photographic data set, and the fact that the data was
limited to only three channels, (and hence only three
dimensions in the classifier) seem to pose serious limita-
tions to its analysis by the ADP techniques utilized in this
study. The gualitative nature of the photographic emulsion
simply does not lend itself,to reliable quantitative anal-

ysis.
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Black and white
reproduciion of
enlor original.

Black and white
ireproduction of
volor original.

Northern portion of Southern portion of
Seg. 218 Seg. 218

Figure 24. Color infrared reconstitution of
Seg. 218 using MSS data, Channels
4, 7, and 8,



ack and white
reproduc tion ot
| color original

Northern portion of Southern portion of
Seg, 218 Seg. 218

Figure 25. Color infrared reconstitution of
Seg. 218 using digitized color
infrared photographic data,
Channels 1, 2, and 3.
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f 5lack and white
reproduction of
color original,

p

! Bizok and white
“reproduction of
I color original,

Northern portion of Southern portion of
Seg. 218 Seg. 218

LEGEND

- deciduous forest......green
coniferous forest.....black
WALET . e osnrsesessssseslue
FOrYage. . sseesesesssecyellow
COXNecessansacensnssssTd
SOYDEANS . asessessnsssmagenta

Figure 26. Classification results for MSS data:
best combination of five channels (4,
6: 91 lop and 12),
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Black and white
reproduction af
o Lor orfainais

i plack and white
weprodustion of

Northern portion. of Southern portion of
Seg. 218 Seg. 218

LEGEND

deciduous forest.....green
coniferous forest....black
WALEEY .. .cceascasnsessblue
fOrage..cceececessss.yellow
COXMNuisnassancecssscessred
SOYDEANS...seeece.0 .0 .Magenta

Figure 27. Classification results for digitized
color infrared photographic data,
using all three channels.
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CHAPTER V

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

Channel Number Study
For the purposes of this project, the use of five
channels seemed to provide the best compromise between clas-
sification.aacuracy and computer time (Figure 55. This
conclusicﬁ, however, was developed without a cost-benefit
aﬂalysis. Different circumstances and additional input

might well result in a different conclusion.

Forest Mapping Capability
The capability exists to reliably map forest cover
using multispectral scanner data an& automatic data proces-
sing techniques. The use of five of the available twelve
'scanner channels differentiated forest from other cover
types with an accuracy In excess of 95 percent (Table 2,
Figure 6). In addition, the classifier algorithm was able

to differentiate between deciduous and coniferous forest
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with accuracies well in excess of S0 percent-(Tables 2 and 3,
Figure 6;. The use of all of the available twelve channels
elicited only a slight increase in overall accuracy (Tables

2 and 4, Figure 7).

Spectral Region Evaluation

Results from two sets of data indicate that all four
spectral regions (visible, near infrared, middle infrared,
and thermal infraﬁed) are valuable in fofest cover mapping.
Accurate results appear attainable, however, with the
visible and either the near or fhe middle infrared. The
visible alone seems to do a good job'of separafing general
forest from other cover classes, but a poor job of differen-
tiating between deciduous and coniferous forest. The near
and middle infrared, on the other hand, are guite adegquate
for separating the Ewo forest classes from each other, but
leave some confusion between deciduous forest and other
classes of vegetation. -Accurate forest cover mapping results
appear attainable when the visible is combined with either
the near or the middle infrared. This conclusion compares
favorably with early results of forest cover mapping using
ERTS-1 data; The thermal infrared appears to be desirable,
but not necessary for reliable forest cover mapping. As
this study, as well as previous investigations have indicated,
however, the thermal infrared is very useful in differentia-

ting many non~forest cover types.
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M8S~Digitized CIR Comparison

The results obtained in this study indicate the in-
adequacy of digitized color infrared photography in the area
of forest cover mapping with ADP techniqués. While the
photography was easily interpreted manually, it had several
characteristics which severely.limited its analysis, in a
'digital format, by ADP techniques. The narrower dynamic
range tended to limit contrast between training classes,
ané the illumination problems in the original exposure
caused considerable confusion. While both the visible and
the near infrared portions.of the spectrum were present
in the digitized photographic data, the fact that these
spectral regions were divided into only three rather broad
channels {(Figure 7), may have been partly responsible for

the poor results.

Recommendations

It is recognized that the results obtained in this
research cover a somewhat limited set of circumstances. The
data was all obtained the same day, over the same geographic
area, under similar atmospheric conditions, and without
variation in the configuration of the instrumentation used.
Given a different set of circumstances and objectives, the
conclusions might differ from those obtained in this study.
In view of these limitations, the following areas are

recommended for expanded study:
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1. Determine basic forest cover mapping capability
with ERTS data for various geographic areas and seasons.
2, Determine the utility of the wvarious spectral

regions for other objectives (agriculture, geology, land

use, hydrology, etc.) during the various seasons.
3. Evaluate, in detail, the various wavelength bands
within the four spectral regions,

4, Evaluate the effects of the digitization rate

of photographic data on its performance for forest cover
mapping with automatic data processing techniques,

5. Evaluate temporal changes in the spectral charac-

teristics of forest species from data acquired at various

altitudes.
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APPENDIX A

Table 1A

Training and test fields used for analysis of multispectral
scanner data: Run 71052501,
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NUMBER
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LINE
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WATER
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ROW
ROW
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CONIFER
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TESTL0Z21
TESTLO0BY

294
834
1214
1219
1191
11958
1224
1213
1252
1261
1279
1285
1297
1206
1216
18
135
14]
121
164
i82
205
2ib
235
230
291
288
300
212
350
330
182
420
408
426
458
463
471
486
AT5
499
499
491
532
543
564
582
572
559
619
634
449
&4%
£93
700
ARl
908
969
954
G835
1021
1049

295
a37
1227
L2320
1192
1200
1238
1214
1259
1267
1282
1287
1299
1215
1223

i5
L4
144
142
168
187
211
‘219
741
237
296
297
308
280
357
337
3949
431
487
429
467
469
483
496
495
508
5049
501
550
551
570
591
580G
565
628
&4 7
&63
455
164
103
484
9lé
976
958
939
1039
1096

Table 1A,
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T

158

83
164
16l
16l

58

80
157
153
159
12l
163
162

23
163
153
215
179
115

128
1457
122
149
124
153
211
149
47
197
298
51
27
113
115
173
151
56
23
42
T4
88
127
127
206
48
25
g4
P37
133
195
L5
178
106
29
153
169
106
32
59

cont.

159
84

86
16t
162
164

63

a2
159
155
LS50
P26
166
165

30
174
164
222
184
135

134
L&4
133
149
132
157
222
L60
51
208
215
58
15
119
182
184
159
67
28
52
94
102
140
185
222
55
35
99
147
169
210
125
zo3
132
39
1z
183
130
41
83

POND
POND
RIVER
RIVER
RIVER
RIVER
REVER
RIVER
RIVER
RIVER
RIVER
REVER
RIVER
RIVER
RIVER
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE

© PASTURE

PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE

WATER

WATER

WATER

WATER

WATER

WATER

WATER

WATER

WATER

WATER

WATER

WAVER

WATER

WATER

WATER

FORAGE
FORAGE
CORAGE
FURAGE
FORAGE
FURAGE
FORAGE
FURAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FURAGE
FORAGE
FORAGE
FURAGE
FORAGE
FORAGE
EORAGE
FORAGE
FORAGE
FORAGE
FGRAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FGRAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FURAGE
FORAGE
FGRAGE
FORAGE
FORAGE
FDRAGE
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AATER

WATER

WATER

WATER

HATER

WATER

WATER

WATER

WATER

WATER

WATER

WATER

WATER

WATER

WATER

FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FURAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FURAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FURAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGLE
FORAGE



ii3
L14
115
116
117
L18
119
120
121
122
123
P24
125
126
127
128
129
130
131
132
133
134
135
13e
137
138
139
140
141
14z
143
144
145
L4&
147
148
149
130
5l
152

153
154
155

156
1587
158
159
L&l
6l

162

163
164

165
Le6
167
68
1869
iru
i71

172
173

174

71052501
71052501
71052501
71052501
71052501
71082501
11052501
71652501
71052501
71052503
71052501
71052501
71052501
71052501
71052501
71052501
11052501
71052501
71652501
71652501
71052501
71652501
71052501
71052501
71052501
710582501
71052501
71052501
71052501
71852501
71052501
11052501
71052501
71052501
71852501
71052501
71052501
71052501
71052501
71052501
71052501
71052501
71052501
71052501
71082501
71052501
71052501
71652501
71052501
73052501
71052501
71052501
71052501
71052501
71052501
71052501

11092501

110492501
71052501
Ti0525014
T1052501
71052501

TEST101%
TESTLLZ3
TESTLI131
TESTL162
TESYL196
TESTLI1TY
TEST1343
TEST1313
TESTL360
TESY1390
TEST 1482
TESFLi3
TEST1403
TEST149%
TESTE510
TESTi498
TEST14T4
TESTI%

TESTLO4
TESY293
TEST440
TEST44T
TESTH29
TESTEEY
TESTE96

TESTT25
TESTiOL6
TESTI221
FEST1402
TESTL455
TEST1067
TESTL1252
TESTL199
TESTE5D
TESTG9H
TESTTO;
TESTIZ24
TESTIZL2
YESTI417
TEST1462
TEST1482
TEST1503
TESTISIO
TEST94
TESTTOS
TEST921

TEST1087
TESTLLOL
TESTL1l44
TESTL17S
TEST1I1Bé
TEST1IZ220
TESTI215
TESTLL92Z
TEST1258
TESTL420
FEST1420
TEST1431
TESTL46E
TESTI4TT
TESTL508
TESTL537

1075
1123
1h3%
1162
1196
1119
1343
1313
1350
1330
1482
1831
1403
1499
1510
1496
1474
94
L84
293
440
447
529
689
696
72%
1016
1221
1402
1455
1062
1252
1199
650
698
107
924
1212
1417
1482
1482
1503
1580
294
706
921
1057
Lo
1144
1175
1186
1220
1215
1192
1258
1420
1420
1431
1466
1477
1508
1537

Table 1A,
1084 H 146
1129 i 17
1140 H 123
1175 1 166
1206 1 124
1186 1 as
1354 1 50
1317 1 L6k
1384 1 166
1400 i 184
1489 1 149
1142 H 47
1416 1 130
1517 i 161
1516 1 133
1501 1 1a?
1483 1 i

29 1 185

173 i 170

202 H 213

451 i 122
462 H 467
532 1 108
TO4 3 1i0
703 1 88

733 1 2z
102l I 60
1252 1 61
141% H 176
1464 1 118
1068 1 156
1274 1 109
1209 i 173

660 1 174
700 1 154
T14 ! 134
934 i 159
1248 i L2
1438 i 157
1512 i 52
1492 1 &5
1512 1 152
1513 1 196
EN 1 218
7Ll 1 190
926 1 109
1859 1 139
i1z I 158
ilel 1 1
1179 1 30
L1ay L 35
1222 i il
1216 1 s
1196 1 13
1264 1 17
1442 1 129
1429 1 143
1443 i 143
1478 1 13
1479 1 49
1514 ] 107
1544 i 162

cont.

E63
133
147
161
146
102

59
LEC
i8G
222
210

58
150
114
148
126

10
192
176
215
131
172
1z2¢
113

33

32

79

69
189
131
172
125
L83
HLH
169
l4é
169
193
167

82
103
157
an3
222
194
124
157
171

33
E¥4
30
51
26
29
140
152
150
45
76
322
180

PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
pay

HAY

HAY

HAY

HAY

HAY
STURBLE
STUBBLE
STUBBLE
STUBBLE
STUBBLE
STUBBLE
STUBBLE
STUBBLE
STUBBLE
STURHBLE
STUBBLE
STUBBLE
STUBBLE
STUBBLE
STUBBLE
STUBBLE
CORN
CORN
CORN
CORN
CORM
CORN
CORN
CORN
CORN
CORN
s0Y

sov

)

sov

s0¥

say

soY

so¥

soY

sov

s

sov

soY

suyY

soy

sov

soY

sav

5oy

FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FARBGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
ROW
ROW
ROwW
ROW
RO
R{W
ROW
ROW
ROW
RO
20w
ROW
R
ROW
ROW
ROW
ROW
Lot
ROW
RUW
ROW
RO
ROMW
R
0u
ROW
ROW
RGW
ROW
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FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE
FORAGE |
FORAGE
FORAGE
FORAGE
FORAGE
FURAGE
CORN
CoRn
LORN
CORN
CURN
CORN
CORN
CORN
CORN
CORN
Sov
soY
soY
sov
scY
say
sQY
s0Y
sy
say
say
suy
SoY
50
50
SGY
sav
50Y
soy




175
176
177
178
179

71052501
7i0s2s01
71052501
71052501
11052501

TESTLLIAT
TESTEL3]
TESTLLSE
TESTLL40
TﬁSFLIQB

1137
1131
1156
1140
1198

Tabhle 1A,
115% 1 L7
1136 1 32
1165 i Ly
1165 1 1o
1208 1 15"

cont.

42
43
23
12
28

[

SaY
50y
say
soY
SOy

ROW
ROW
RO
ROW
ROW

117

SCY
sy
sav
S0y
s0Y
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Table 2A

Training and test fields used for analysis of digitized color
infrared photography: Run 71056903.
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TL05649032
710546903
71056903
TLO56503
71056903
TI066%03
71056903
TL056902
71056903
71056903
71056903
TLO56903
Ti054903
11056%03
71056903
T1056903
71056993,
T10%4903
Tie56903
71056933
71056903
71056303
71056303
71056923
71056903
710569037
TL056903
T1056903
71056903
TL056903
T1056903
710556903
110856903
7056903
71056903
T10569G3
71056903
71056903
710566903
71856903
71056903
711056503
71056903
71056903
71056903
71056902
71056903
71056903
71056903
T1056903
71056903
TL066903
710565303
71056903
TL05645G3
710%6903
71056903
71056903

FIELD
DESIG.

TRY
TRM
TRN
TRN
TRN
TRN
fRN
TR
TRN
TRM
TRN
TRN
TRN
TRN
TRY
TRN
TRN
TRN
TRN
TAN
TRN
TRN
1R’N
TRHN
TRN
TRN
TRHN
TRN
TRN
TRN
TRN
TRN
TRN
TRN
TaN
TRN
TRN
TRN
TRN
TRN
TRN
TRN
TRN
TRN
TRN
TRN
TRN
TRN
TRN
TRH
TRN
TRN
TRY
TRE
TRN
TRN
TRE
TRN

1712
2504
L4228
1433
1442

1450
1483
2076
2208
16Tt
1663
1466
1674
2083
1847
3Lz
3196
1206
3276
3942
3964
4028
4035
4074
4163
4202
4194
394D
1404
14462
1765
1792
2064
2228
2578
2174
2460
3150
3222
igee
1564
1584
2840
3964
4007
4l62
2800
2844
2852
2486
4102
4172
Labhh
2438
3624
3660
391§
4106

FIAST
LINE
1712
2506
1428
1420
L442
1450
1480
2076
2208
1676
1660
L6866
1674
2080
1540
2
3196
3206
3276
3942
3964
4028
4036
4074
4160
4202
4194
3940
1404
1462
1766
1192
2064
2228
2578
27714
2460
31590
3222
3888
1564
1584
2840
3966
4002
4362
2800
2844
2852
2886
«102
4172
4hh
2434
3624
3640
3918
4106

LASE
[T

L Taa
2520
1434
1430
Labs
1450
1439
2086
2212
1678
1664
1674
1684
2082
1842
ELEE)
3202
32i4
3276
31962
3064
4030
4038
4092
4118
4208
42G0
39440
140
17?8
1762
1830
206
2294
2604
27484
2468
2164
3234
3906
1518
1604
2846
3974
4014
#1380
2822
2858
2854
2900
43iZ
4188
4668
2ih
363l
3668
398
4160

Table 2ZA

FERET
COLUMN

337
91
135
153
135
Lat
ii9
183
229
63
205
211
223
22%
el
a9
51
45
127
7
Y
£73
19t
97
L35
ot
05
409
L1t
331
327
1
3N
617
413
47T
47
223
297
L5
333
329
347
385
385
¢51
349
285
313
293
219
221
401
225
5%
213
161
28l

Last
0L UMY

349
13%
L
15l
137
157
123
i97
25k
6%
217
221
23T
231
123
T
59
sl
i35
89
123
\B3
203
203
197
215
313
425
121
347
349
25
i
425
443
j5-31
209
259
343
137
347
345
374
439
435
275
361
301
339
299
237
239
a3
259
Lor
285
149
<93

e e e B e e P e

X
£
i
1
H
t
1
1
1
L
1
L
H
L
1
1
i
L
i
1
i
t
L
L
i
1
3
1
i
i
v
1
1
13
5
L
H
t
L
1
i
1
i

BECID
CONIFER
CONIFER
CUNIFER
CONIFER
LONIFER
CONIFER
CONIFER
POND
POND
POND
POND
POND
POND
POND
poNS
POND
POND
RIVER
HIVER
RIVER
REVER
RIVER
RIVER
RIVER
REVER
RIVER
paSTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
HAY

HAY

HAY
STUBBLE
STUBBLE
STUBBLE
STUBBLE
STUBBLE
STUBBLE
CORN
CORN
CORN
CORN
CORN
CORN
CURN
soY

suY

50¥

S0y

(314

NI HER
TNFORMAT I an

FOREST
FOREST
FURESY
FUREST
FOREST
FOREST
FIOREST
FOREST
FOREST
WATER
WATER
WATER
WATER
WATER
WATER
WATER
WATER
WATER
WATER
WATER
WATER
HATER
WAL ER
WATER
WajER
WATER
WalER
HAIEH
FORAGE
FORAGE
FuURAGE
FURAGE
FORAGE
FURAGE
FORAGE
FIRAGE
FORAGE
FURAGE
FORAGE
FURAGE
FUORAGE
FIRAGE
FORAGL
FURAGE
FORAGE
FURAGE
W
RUW
W
RO
2w
ROW
A
LDl
ROW
RO
AW
AW

119

CLASSIFY
CLass .
DECID
DEC 1D
LONIFER
CONTFER
CONLFER
CONIFER
CONIFER
COMLFER
CONLFER
WATER
WATER

*WATER

WATER
WATER
WATER
WATER
WATER
WATER
WATER
WATER
WATER
WATER
WHATER
WATER
WATER
WATER
WaTER
WATER
FURAGE
FURAGE
FURAGE
FORAGE
FURAGE
FURAGE
FURAGE
FEIRAGE
FORAGE
FURAGE
FORALGE
FORAGE
FORAGE
FORAGE
FORAGE
FURAGE
FORAGE
FURAGE
CURN
LORN
CURM
CORM
CORN
LORN
CORN
SGY
say
30V
sSovY
50Y
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Gl
&2
63
b4

it Y

71054903
71056903
71056903
TEOH6503
TL056903
71056303
TI056903
71056903
71056903
TLD56903
Ti056903
Ti056903
110564903
TLO56903
TLG56%03
T1056903
11056903
71056903
711056962
71056903
TLOS56903
71056902
710546903
71056903
71056903
11056903
TLIO56903
71056503
71056903
71056903
71856903
Ti054903
T1056903
71056903
TLGS6503
731056903
71056903
71056903
71056903
71056903
71056903
71056903
TL056503
71056903
71056903
71056903
71056503
71056903
11056503
TLO56903
TiDB69Y3
71056903
71056903
71056903
71056903
71056901
71056903
71056903
71056903
110%6%02
71056503
71056903
71056903
71056903

TEST1334
TEST1422
TEST1l434
TESTL502
TEST158%
TEST1484
TESTIS42
TEST1532
TEST1532
TEST1S594
TEST10E8
FEST16598
TESTITSO0
TEST1886
TESTLI9BE
TEST2038
TESTIBYZ
TESTLE62
TESTLIATS
TESTZ016
TEST2090
TEST2076
TESTZL48
TESTZ178
TESTZL94
TEsT2222
TESTZ214
TEST2290
TESTZ3TZ
TEST2348
TEST2404
TEST2566
TEST2604
TEST2732
TEST273Q
TEST2790
TEST3086
TEST3128
TEST3228
TEST3408
TESTI578
TEST3724
TEST3958
TEST4344
TEST2604
TEST2096
TESTZ23Z
TEST2238
TEST2468
TEST1978
TEST3180
TEST402E
TEST4D20
TEST4038
¥£$T43064
TEST4216
TEST4LTD
TEST4158
TEST4120
TEST4064
TEST4038
TEST4008
TESTI9Bs
TEST3976

1334
1422
14 34
1502
1586
Lass
1542
1532
1532
1594
1668
1658
1750
1886
1948
2038
1872
1862
1a16
206
2090
2076
2148
2178
2194
2222
2274
2290
2372
2348
Thbh
2506
2604
2732
2730
2150
3086
3128
3228
3408
3578
37134
1948
Qa3as
2604
2096
2232
2238
2468
1978
3140
4026
4020
4038
4104
4216
4170
4158
4120
4064
4035
4008
1986
3976

Table 2A,
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SAVED TE£5T FlelDs

cont.

cHIBAL cobhil
125 213
213 269
2Tt nr
1 51
17 51
199 245
145 179
197 249
261 309
221 241
115 187
389 42%
215 207
45 123
81 18T
Ti LE9
269 291
325 3ry
ELH 419
24l 3435
201 287
33 153
235 361
iil 169
215 az7
341 36l
283 303
ins Eisad
1 o
393 419
225 271
in? 123
330 285
L85 193
31e 43
239 2
283 405
107 147
361 G443
t3q 249
359 425
233 287
Zl9 26T
3BT 443
36T ERN
173 181
291 301
L £8%
297 sl
291 29%
ny &9
59 31
159 i69
209 2t
203 207
263 273
319 325
325 329
329 135
33t 339
337 34l
339 345
335 341
341 349

CDLUMN

LixT.

1
L
H
1
1
i
1
i
1
i
1
3
i
1
1
1
I
1
3
3
1
1
1
1
i
i
4
1
1
L
L
3
1
1
1
1
I
i
i
L
1
i
L
i
i
1
1
1

o T I Sl

BECID
NECLD
DECID
PECID
neC 1D
DECIB
il 84
DECID
0ECID
DECID
BECID
BECID
DECLD
CONTFER
CONIFER
CONEFER
CONIFER
PORD
POND
RIVER
RIVER
RIVER
R1VER
RIVER
RIVER
RIVER
RIVER
RIVER
RIVER
RIVER
RIVER
RIVER

NTHER
T4FORMATION
FUREST
FORESY
FUREST
FORESE
EOREST
FOREST
FUREST
FOREST
FOREST
FOREST
FOREST
FEREST
FUREST
FOREST
FUREST
FORES T
FUREST
FOREST
FOREST
FOREST
FOREST
FUREST
FUREST
FOREST
FOREST
FUREST
FUREST
FOREST
FOREST
FUREST
FUREST
FOREST
FOREST
FOREST
FURES
FUREST
FOREST
FUREST
FOREST
FOREST
FUREST
FOREST
FOREST
FOREST
FORES T
EUREST
EOREST
FOREST
FOREST
WATER
WATER
WATER
WATER
WATER
WATER
WATER
WATER
WATER
WATER
WATER
HATER
WATER
WATER
WATER
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DECID
JECED
DECED
DECID
DECID
DECID
DEC1D
REC LD
DECLD
DECID
GECID
DEC{D
DECED
DECED
DECLD
DgCID
DECID
DECES -
DEC LD
OEC1D
DECID
BECID
DECiD
CONIFER
CONIFER
CONIFER
CONIFER
HATER
WATER
WATER
WATER
WATER
WATER
WATER
NATER
WATER
WATER
RATER
WATER
HATER
WATER
WATER



5%
L]
a7
i
59
0
7l
2
3
14
15
i
T
7d
bk
0]
41
B2
a3
fie
(33
e
u?
HE
n3
a0
EX]

32
13
7%
%

i

kL)

a9
120
191
132
tuld
104
Las
106
ot
i
109
1G
111
1E2
T3
L&
i3
tie
7
g
i19
126
L2l
hee
123
124
125
tze
17
[¥£:]
Lzs
130

71056903
71056903
056303
710586903
71956903
fias6903
71056903
11056361
11056301
210549013
TL056903
10564503
71056933
71056503
71056903
710%6903
TID546903
TLOGL%03
TL056903
71056903
L0540 3
710509463
71056943
Ti05e903
71056303
FL056933
71056903
TLO56902
TLU56903
71056903
TL096903
15056903
F1045903
T1096503
F1056803
71056903
TER56903
TLO56503
710569063
TLO56903
T1D56%03
7EN56903
T:056903
71056903
75056903
Tt0565803
T1056%03
71856933
71056900
11056903
71056903
T105%6903

710586903

Ti056903
TINE6903
75056903
71056903
TI056303
10565303
11056903
75056903
710569013
11056903
71056303
TLRELIUS
11054903

TESTL34b
TESTLGBG
FESTLIGZE
FESTiGRZ
TESTI736
TESTLRED
TEST B4
TESTLuSD
FEST1922
TESTESAD
TESTLST2
TEST1992
TEST2U64
TFLT2106
TESFP23B
TESTZ2LETZ
TESTZ2a67
TE5F22dl
TEST2344
TEST2340
TEST2368
TEST2345
TELTF2804
TEaT2644
YEsF2622
TEST2005
TEST2506
TEST2528
TESF257S
Tes312602
TESF24984
TESTZHES
TESTZTO6
TEST2740
15127172
TESF2T72
TESTZATA
TEST2890
TESTI290
TEST3350
TESTI4aB
TEST 3480
FEST3530
TEST3R08
TESTATZE
TEsT3766
TESTI8AR
TESFAH4H
TEST395%
TEST39la
TESTER9D
YEST4Z5D
TEST43?2
TEST4 362
TEGTh424
TESTELI2
TEST3854
TEST&aH2
Te5TL5 36
TESTLi69D
TEST970
TEST2302
TEST2334
TEST23Ub
TEST2e80
TEST286D

Liay
1984
166
Te4l
1738
Lsld
Llesz
1é20
14922
a6l
1312
§a32
2064
2108
2238
2172
PRL2
2ane
2344
2345
2368
236
244
PA L]
24¢4
7ale
2506
2538
2816
2632
2984

2626 °

2706
?1s0
210
2172
2874
raao
3290
1350
1448
Jugb
3510
LET
3tza
3754
3837
3848
1958
394
1390
4290
w327
4362
4426
1672
3854
G452
1536
1690
i579
2302
23148
25U
zB30
#8560

Table 2A,

FRT
(-3 1
163s
LoSu
1144
1L
LBSE
Lluba
Louy
%46
Lwae
200
2082
Alis
223a
Az ls
249
2488
2364
b4
FAbE
FEET
24bh
2hbh
2440
2430
25%%
2954
Zhed
2820
2336
2bhZ
2139
2764
2806
278y
290%
2904
3104
iléo
ELETS
3454
¥4y
Ibag
Ired
3774
IRhs
k1T
ERL-T3
3944
4D
4262
434y
4338
Yt 2
1704
3ABa
4hte
1544
1714
19%¢
232n
2360
PR LY
20U
290%

59
30t
291
278
209
235
23L
283
393
24l
267
267
L2%
217
137
3ts
4%
HY
241
14 %
335
(-4
95
L3v
331
EL)
223
AR
Lo3
147
25

207
283
AT
85
253
%
237
109
339
LS
233
1ig
307
Lot
2a9
251
LS
351
291
dat
159
3165
ig?
2l
112
288
343

4y
253
RPE}
245
21l
245

cont.

[l
Gl
s
37
251
e
25}
ERE)
%29
293
243
P
137
109
1%t
413
419
Lo3
2494
184
ELY
L7
il
153
27
323
219
£93
129
iél
34k
443
231
$18
EL3Y
425
269
409
2Rl
133
T
353
218
139
143
201
2083
109
26Y
373
7
373
181
EXEN
4% ¥
333
(%]
329
339
MNT
407
261
EER]
FETY

I
751

D

PASTURE
PASTURE
PASTURE
PASTIRE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTUKE
PASTURE
PASTYHE
PasSTURE
PASTURE

PASTURE

PASTURE
PASTURE
PASTJURE
PASTURE
PASTURE
PASTURFE
FRSTURE
PASTURE
PASTURE
PASTURE
PASTURE
A5 TURE
PASTURE
PASTURE
PASTURE
PHSTURE
PASTURE
PASTURE
PASTURE
2ASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTUKE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PASTURE
PRSTURE
HAY

HAY

STUBBLE
STURRLE
STUBALE
STURBLE
SYUBHLE
STUBBLE
STUBHLE
STUBBLE

FIHlALGE
F.RAGE
FRRAGE
FOHAGE
FifabLe
FORAGE
FIRAGE
FLURALE
Fukéate
fakdtic
FUkAGE
FURAGLT
FURAGL
FIRAGE
FORALE
FURAGY
FURAGE
FIIHAGE
EURALE
FuaR Al
FiRaGe
“HRAGE
£ IRALE
FIRAGK
FURAGE
FUKALE
£ URAGE
FIRAGE
FURAGE
FORAGT
FORAGE
FIRAGE
FURALL
FORAGE
FimALE
FORAGE
FURALE
FORAGE
FJURAGE
FRAGE
FURAGE
FirR AL
FiH BGE
FURALE
FUORAGL
FARAGE
FuRAuLt
FHRAGE
FIKAGE
TUHAGE
FURAGE
FURAGL
FJRAGE
FUORALE
TURAGE
FURLGE
EDRAGE
FURALE
FARAGL
FURALE
FIRALE
FURAGE
FORAGE
FaRaGE
FUHAGE
FORAGE

FURAGE
FURAfE
FORAGE
FUHAGE
FORADLE
FORAGE
FORAGE
FORAGLE
FORAGE

SFORALE

FORAGE
FORAGE
FORAGE
FURALE
FURALE
FUOAAGE
FORALE
FORAGE
FURAGE
FURAGE
FORAGE
FURAGE
FURAGE
FURALE
FURAGE
FURALE
FUxAGE
FORAGE
FURALE
FURAGE
FORAGE
FORAGE
FEORAGLE
FURAGE
FORAGE
FORAGE
FURAGLE

T FIRAGH

FOHAGE
FU‘E‘(A()E
FURAGE
FORAGE
FORAGE
FURBLE
FURAGE
FUORAGE
FURAGE
FORAGE
FURAGE
FURALE
FJRALE
FUORAGE
FORAGE
FUORAULE
FURAGE
FORALE
FURAGE
FORA&LE
FURAGE
FORAGE
FURALE
FORALE
FURALY
FORAGE
FURALE
FORAGE
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Table 24, cont,

STUBRLE  FORAGE FORAGE
STUBBLE  FURAGE FORAGE
STUBBLE  FORAGE FORAGE
STUBBLE  FURAGE FORAGE
STUBBELE  FORAGE FORAGE
STUBBLE  FURAGE FURAGE
STUBBLE  FURAGE FORAGE
CORN AgW CORN
CORM RUW CORN
CORN ROW CORN
CORN ROW CORMN

131 71056903  TEST2950 2950 2953
132 71056903 TEST3IS98 3596 866
133 71056903 TEST3698 3698 3708
134 71056903 TEST3990 3990 40i6
135 71056983  TEST4043 4060 4104
136 71056303  TEST410a 4104 4160
137 71056903  TEST444B 4448 4474
138 71056903 TEST2772  2Trz 2798
139 71056933 TEST2EES  28B6 2890
140 71056503 TEST2906 2906 2928
141 71055303  TFEST3386 3386 34l
Loz 71056903 TEST&02Z 4022  4idé ass 427 CORN RIW CORN
143 Tl056903  TESTL97@ 1970 202 413 423 sov Row s0Y

H 99 2l 1
1 1
1 i
3 1
i 1
1 14
H 1
1 1
1 3
1 i
i 1
1 i
1 1

L4a 71056903 TEST2904 2904 2920 1 375 389 Lo s0v RO SGY
L 1
1 i
i i
H i
l 1
1 L
S L
i 1
i i
L 3
i 1
H i
i 1
3 L

L&t 201
313 A51
355 3B3
171 185
251 275
311 393
349 EL]
313 339
283 3058
31.9 341

145 T1056303 TEST 3382 3380 33%s 233 261 SayY R SOY
L4  TLO56903 TEST369D 3630 3694 283 329 0¥ "W 50%
147 TL056903 TEST3I 784 3784 38048 327 349 S0¥ 2 Gk 50
148 T1056903 TEST3BE0 3880 3912 %5 55 suY LRt S0y
149 T10%6903 TEST3874 3BT4 3912 a7 T3 S0¥ RUW SOy
150 TL0546903 TESTIBES 3868 3914 83 1it SuY RIW . S0Y
131 71056903 TEST33L18 1918 1926 85 101 soy R (W s50Y
152 TL056903 TEST3340 3940 3952 113 123 S0 B 0w say
153 71054903 TEST39T2 3970 EN -] §37 143 say Rw sy
154 Ti056903 TEST3978 38 3984 75 1L3 s0Y RijW S0y
155 71056303 TESTE992 3992 4008 5 121 507 RO 50
156 T10656303 TEST4033 4038 404¢ Tl it s0Y ROW SOY
157 - T1056903 TESTad24 4024 4034 143 154 507 R3wW s0Y
158 71056902 TEST4124 YA 4134 87 13 s0Y 2w Say




Table 1B.
LHANNEL 10 SPECTRAL BAND
CLASS
1 DECED
2 LOKRIFER
3 WATER
NG GF PCT.
SROUP SAMPS CORCY DECID
1 DECID 32252 43,1 13890
2 CONIFeR 88 B4l 12
3 WATER 339 95.9 8
4 FQORAGE 11760 2746 32
5% CCRN 2679 80.1 215
& 54y 2676 B4 .2 &
TOTAL 49794 i416l
QVERALL PERFORMANCE( 219317 49794) =
AVERAGE PERFORMANCE BY CLASS{ 415.0/ 6}

1.

APPENDIX B

CHANMELS USED

CALIBRATION COBE = 1

50 10 L1.80 RICROMETERS
CEASSES
CLASS
4 FORABE
5 CORN
S0Y

TEST CLASS PERFORMANCE

NUMBER OF SAMPLES CLASSIFIED INTO

CONIFER WATER  FORAGE  CORN

5642 45 1 1717
74 1 0 1
6 325 o 0
17 0 31241 1629
0 0 o 2147
0 0 13 405

5939 T3n1 3285 15959

44.0

» 69.2
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Test class performance using best one channel.

CoO » 0.0
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Table 2B. Test class performance using best combination
of two channels,

CHANNELS USED

£

CHANNEL & SPECTRAL BAND 0.58 TO Q.65 MICROMETERS CALIBRATION CODE = 1 C0 = 0.0
CHANNEL EO SPECYRAL BAND 1.5C TO 1.80 MICRCMETERS CALIBRATION CODE = 1 co = 0.0

CLASSES
CLASS . CLASS
1 BECID 4 FORAGE
2 CONIFER . 5 CORN
3 WATER & 50Y
° TEST CLASS PERFQRMANCE

NUMBER OF SAMPLES CLASSIFIED INTO

NG OF pLt,

GRGUP SAMPS. CORCT  DECID CONIFER WATER FORAGE  CORN sQy

1 DECID 32252 87.1 28094 2005 16 211 386 1486
¢ CONIFER g8  B7.5 8 77 2 0 H 0
3 WATER 339 97.9 4 2 137 0 1 o
4  FCRAGE 11760 55.9 b 3 g 6574 2402 2150
5  COAN 2679 88.1 2 z o o 2361 314
6 say 2676 98.2 8 o 0 13 27 2628
TOTAL 49794 28132 3595 T353 5858 5178 7178

OVERALL PERFORMANCE! 40066/ 49794) = 80.5
AVERAGE PERFORMANCE BY CLASS{ 514.8/ &) = B85.8



Table 3B. Test class performance using best combination

of three channels.

CHANNELS USED

CHANNEL 6 SPECTRAL BAND 0.58 TO 0,65 MICROMEYERS
CHANNEL 1O SPECTRAL BAND 1.50 TO - 1.80 MICROMETERS
CHANNEL 12 SPECTRAL BAND 9,30 7O 11.70 MICROMETERS

CLASSES
CLASS
1 . BECID
2 CONIFER
3 WATER

TEST CLASS PERFORMANCE

CALIBRAT[ON CODE
CALIBRATION CODE
CALEBRATION CODE

w

CLA
FORA
CORN
507

NUMBER OF SAMPLES CLASSIFIED INTC

NG OF PCT.
GROUP SAMPS CORCT DECID CONEFER wATER FORAGE

i1 DECID 32262 BB.B 28640 1700 o 573
2 CUONIFER 85 45.5 3 84 O 1
3 WATER - 339 G2 ] 2 333 2
4 FCORAGE 11760 80.6 17 ) 5 G483
5 CORN 2679 84.8 2 i (4] T
6 sOY 2676 95,2 4 0 o 105

TQT AL %9794 28666 1793 338 10171

OVERALL PERFORMANCE( 43359/ 497941 = 8T.1
AVERAGE PERFORMANCE BY CLASS( 543.1/ &1 = 90.5

CORN
232

55
GE

H
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co
co
co

- B

0.0
0.0
32.710
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Table 4B. Test class performance using best combination of
four channels.

CHANNELS USED

CHANNEL 4  SPECTRAL BAND .52 T0 0.57 MICROMETERS ~ CALIBRATION CODE = L £0 = 0.0
CHANNEL 6  SPECTRAL BAND 0.58 TO 0.65 MIEROCMETERS  CALIBRATION CODE = L €0 = 6.0
CHANNEL 10  SPECTRAL BAND £.50 T0 1.80 MECROMETERS  CALIBRATION {ODE = 1 €0 = C.0
CHANNEL 12 SPECTRAL BAND 9.30 TO I1.7C MICROMETERS  CALIBRATION CODE = 1 €O = 32.70
CLASSES
CLASS CLASS
1 DECID 4 FORAGE
"2 CONIFER _ 5 CORN
3 WATER 6 SO

TEST CLASS PERFORMANCE

ES

NUMBER OF SAMPLES CLASSIFIED INTC

cRoUP  YAMPE  CORCT  DECID  CONIFER WATER  FORAGE  CORN sav

1 DECID 32252 89.9 28987 1615 o 405 288 957
2 CONIFER 88 96.6 3 85 0 o 0 0
3 WATER 339 97.6 1 2 331 4 i o
4 FORAGE 1L760  84.8 20 3 2 9977 480 1278
5 CORN 2679 94.2 L 2 o 104 2524 48
6 sOY 2676 96.2 6 0 0 70 25 2575

TOTAL 49794 29018 I707 333 10560 3318 4ass

OVERALL PERFORMANCEL 44479/ 49794) = B9.3
AVERAGE PERFORMANCE BY CLASSI[ 55%.4/ 6) = 93.2



Table 7B.

eight channels,

CHANNELS USED

CHANNEL 4 SPECTRAL BAND 0.52 TO 0.57 MICROMETERS CALIBRATION CODE
CHANNEL & SPECTRAL BAND 0.58 TO 0.65 MICRUMETERS CALIBRATION CODE
CHANNEL 7 SPECTRAL BAND 0.6 T8O 0.70 MICROMEYERS CALIBRATION CODE
CHANNEL 8 SPECTRAL BAND 0.72 TO 0.92 MICROMETERS CALIBRATION CODE
CHANNEL 9 SPECTRAL BAND 1.00 TO 1.40 MICROMETERS CALIBRATION CODE
CHANNEL 10 SPECTRAL BAND .50 TQ 1.80 MICROMETERS CALIBRATEON CODE
CHANNEL 1L SPECTRAL BAND 2.00 TQ 2,60 MICROMETERS CALIBRATION CODE
CHANMEL 12  ° SPECTRAL BAND 9.30 TO 13.70 MICROMETERS CALIBRATION CODE
L_SLASSES |
cLASS CLASS
1 DECID 4 FORAGE
F3 CONIFER 5 CORN
3 WATER 6 soy
TEST CLASS PERFORMANCE
: NUMBER OF SAMPLES CLASSIFEIED INTO
cROUP §§M§§ CEEE? DECID CONIFER WATER FORAGE  CORN S0y
1 DECIB 32252  96.2 3L03é 402 o 290 169 355
2 CONIFER BB %6.6 3 85 0 ¢ 0 0
3 WATER 339  '98.5 1 L 334 3 0 o
& FORAGE 11760  B5.8 53 & 2 10890 342 1267
5 CORN 2679  93.8 o 1 o 152 2512 14
6 SOY 2676 96.3 5 1 o 1% 17 2578
TOTAL 49794 31098 “496 “336 10610 3040 4214
GVERALL PERFORMANCE( 46635/ 49794) = 93.7
AVERAGE PERFORMANCE BY CLASS! 5687.2/ &) = 94.5

I S

co
coe
e
ce
co
co
ce
o

129

‘fest class performance using best combination of

= 0.0
= 0.0
= 0.0
= 0.0
= 0.0
= 0.0
= 0.0
= 32,10


Larry Biehl
Note
Pages 127-128 are not in the original document.
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Table 8B, Test class performance using best combination of
ten channels.
LLHANNELS USED |
CHANNEL 2 SPECTRAL BAND 0.%8 TD 0,51 MICROMETERS CALIBRATION CODE 1 CQ = 0.0
CHANNEL 3 SPECTRAL BAND 0.50 TO  0.54 MICROMETERS CALIBRATICN CODE 1 o = 0.0
CHANNEL 4 SPELTRAL BAND 0.52 TO 0.57 MICROMETERS CALIBRATION CODE 1 L0 = 0.0
CHANNEL & SPECTRAL BAND 0.58 T0 0.65 MICROMETERS CALIBRATION CODE 1 £¢ = 0.0
CHANNEL 7 SPECTRAL BAND 0.61 TO 0.70 M{TROMETERS CALIBRATINN CODE 11 CO = 0.0
CHANKEL 8 SPECTRAL BAND .72 TO 0.92 MICROMETERS CALIBRATION CODE 1 CO = 0.0
CHANNEL 9 SPECTRAL BAND 1.00 TO .40 MICROMETEKRS CALIBRATEON CODE 1 CO = 0.0
CHANNEL 10 SPECTRAL BAND 1.50 TO 1.8C MITROMETERS CALIBRATECN CODE 1 o0 = 0.0
CHANNEE 11 SPECTRAL BAND 2.00 TQ 2.60 MICROMETERS CALEBRATINN CODE 3 L0 = 0.0
CHANNEL 12 SPECTRAL BAND 9.30 T8 [1.70 MICROMETERS CALI8RATION LODE 1 co = 32.70
_CLASSES |
CLASS CLASS
1 DECID 4 FORAGE
2 LONIFER 5 CORN
3 - QATER 3 s0Y
. TEST CLASS gEEFURHANC& "
NUMBER OF SAMPLES CLASSIFIED INTO
GROUP ?2#9? CEEE% JELILD CONIFER  WATER FORAGE CORN $3Y
1 DECID 32252 37.0 31271 EX ) s 7 268 i 87 240
Zz CONIFZR a8 36.6 3 45 0 3 o 0
3 WATER 3139 98.5 i 1 334 3 3 0
4 FORAGE EL76C 87.8 45 [} 2 10325 284 1G98
5 CORN 26179 5.6 1 2 0 100 2561 k5
& S0Y 2676 96.3 & 3 0 T6 it 2578
TOTAL 49736 31325 a7t (33 1077z 2959 3931
OVERALL PERFORMANCEL 471534/ 43794} 94.7
AVERAGE PEXFORMANCE BY CLASSY 57L.8/ &) = 5.3




Table 9B. Test class performance using all twelve
__CHANNELS USED
CHANNEL 1 SPECTRAL BAND 0.46 TO 0.49 MICROMETERS CALIBRATION CODE =
CHANNEL 2 SPECTRAL BAND 0.48 TO G.91 MICROMETEARS CAL IBRATION CGDE =
CHANNEL 3 SPELTRAL BAND 0,30 TO 0.5% MICROMETERS CALIBRATINN CODE =
CHANNEL & SPECTRAL BAND 0.52 TG 0.57 MIDROMETERS CALIBRATIDN CODE =
CHANNEL & SPECTRAL BAND 0.%4 TO D.60 MICROMETERS CALIBRATION CODE==
SHANNEL 6 SPECTRAL HAND D.58 TO 0.65 MITROMETERS CALIBRATIDN CODE =
CHANNEL 7 SPECTRAL BAND 0.61 TQ 0.70 MICROMETERS CALIBRAYICON CODE =
CHANNEL 8 SPECTRAL BAND ©0.72 TQ 0.92 MECROMeTERS CALISBRATION CADE =
CHANNEL 9 SPECTRAL BAND 1.00 FO 140 MILROMETERS CAEL IBRATION CODE =
CHANNEL 10 SPECTRAL BAND 1.50 TC  L.80 MECROMETERS CALIBRATION CODE =
CHANNEL 11 SPECTRAL BAND 2.00 TO 2.60 MICROMETERS CALIBRATINN CODE =
CHANMNEL 12 SPECYRAL BAND 9.30 TO ll.?O_MlCﬂUHETERS CALIBRATIDN CODE =
JELASSES
CLASS CLASS
1 DECID L FORAGE
2 COMIFER 1 LORK
3 WATER & SoY
__TEST CLASS PERFORMANCE
NG O PcT. NUMBER OF SAMPLES CLASSIFIED INTO
GROUP SAMPS CORLT DECED CONIFER  WATER FQRAGE CORM SOy
- DECID 32252 97.2 31339 ER-R 0 263 12 i79
2 "CONIFER 88 95 .5 4 - 0 0 0 0
3  WATER 339 98. 5 1 1 334 3 e} o
4  FORAGE 11740 48.6 39 5 1 10420 245 1050
5 LORN 2679 6.9 i 2 o 61 2597 18
& §50Y 2676 96.3 5 i N o T4 18 2578
YoraL 49794 3339 4s2 335 10821 2972 3825
OVERALL PERPORMANCE( #7352/ 4%734) = 95.1
AVERAGE PERFORMANCE BY ZLASS{ 573.0/ &) = 35.5
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channels.
1 [ 0.0
i Co .0
i 4] 0.0
i Lo 0.0
i Co Q.0
i co Q.0
1 [} 0.0
1 (4] C.0
1 Co = 0.0
1 co 0.0
1 Lo 0.0
1 ca 32.10
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