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Summary

A possible solution is presented to the prob-
lem of feature selection in multiclass pattern
recognition when the data are distributed accord-
ing to known multivariate distributions with un-
known parameters.

It is shown that the feature selection in
multiclass pattern recognition can be treated in
terms of pair-wise constituent errors, and the de-
gree of separability between classes is considered
as the principal measure of effectiveness of a
feature set. An optimum seeking procedure using
the mean of a separability measure under a con-
straint that minimizes the maximum variance of
separability measures is discussed.

The properties of the proposed feature selec=-
tion techniques are demonstrated by experimental
results in agricultural remote sensing.

I Introduction

Since the performance of a recognition system
depends on the particular set of features chosen,
the problem of feature selection is to select a
set of features which minimizes the system error
(probability of misrecognition) over all possible
sets of features.

However, in most problems of multiclass pat-
tern recognition (MPR), direct minimization of
the system error is often impossible. An explicit
analytical expression for the system error is dif-
ficult to find, and even if it may be found, the
expression may be too complicated for analytical
minimization. Therefore it is the objective of
this paper to develop a suboptimum feature selec-
tion technique which is easy to implement.

Referring to Marill and Greenl, it can be
conjectured that the ability of measurements to
discriminate two classes depends on a "statistical
distance" between the class distributions (at
least in the case of equal covariance natrices).
The formulation of such a measure is extended here
to MPR in terms of parameters of the class distri-
butions involved. This measure can be quanti-
tatively related to system error and reflects the
effectiveness of the measurements.

In the following sections, the effectiveness
of a feature set is defined and the system error
is approximated by the sum of pair-wise constitu-
ent errors. Since only a pair of classes is con-
sidered each time, a statistical quantity which
is monotonically related to each of the pair-wise
constituent errors is used as a measure of feature
effectiveness and denoted as the degree of sepa-
rability between classes. An optimum seeking pro-
cedure is developed by using the mean of a separa-
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bility measure under a constraint that minimizes
the maximum variance of separability measures.

II Description of System Error in MPR

{pdi 3

A feature set ¢ is a set of p possible
measurements in ensemble measurement space
{QX; X o= (X i=1,2,...,m}}. A vector X =

{X,; i=1,2,...,p} with real components is used

to denote a point in p dimensional pattern space
Qp. Let{aép); k=1,2,...,n} be a family of p-tuple

feature sets in QX and {wi; i=1,2,...,5} be the

finite number of classes from which pattern comes.
Then, for each of the given feature sets, R =
{Ri; i=l,2,...,s}, which is determined by decision

rule, is a bounded subspace in Qp; that is, REQp.
And the error made by a decision in favor of class

wy is Y(i/j)’ if true patterns come from class w’

and the system error y(aip)

«

, Rer) is expressed as

a linear sum of Y(i/i); that is,
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where l(i/i) is a component of the weighted cost

matrix L = {l(i/j)}; 153512500048,

particular set of feature a is chosen as a per-
formance index of the recognition system. The
system error can be denoted by the over-all ex-
pected error probability in probabilistic MPR.
Definition I: For a given decision rule, the

feature set a'P/) is more effective than feature

@ 5 ()] (a)
set a7, written @ "2 0,051,200 ,m5 k,i=
1,2,...,0n; p#q or L#k, if

(o) (q)
Y(ak 5 REQp) < v(ogty REQq) holds.

In this vaper, the sys e? error for using a
p
K

The recognition scheme is normally restricted
to certain specified form of decision rules. Thus,
an optimum set of features is selected within the
specified form of decision rule according to the
above feature selection criterion.

In a two-class pattern recognition problem,
the system error is the sum of two errors. How=-
ever, in MPR, the system error is in general less
than or equal to the sum of pair-wise constituent
errors., A pair-wise constituent error (p.c.e.) of
deciding the inputs from wj when it actually comes
from wy can be expressed by

s
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where Y(i/j)~k is error made into class wk against
class w,, which is in multiple error regions made

with wil This error comes in due to more thantwo




overlapped error regions.,

Recent results in MPR have shown that: (a)
even in the probabilistic MPR, an explicit analyti-
cal expression for the system error is difficult
to determine due to more than two overlapped error
regions in pattern space, and (b) since the system
error is quantitatively related to the over-all p.
c.e.,, the minimization of the system error could
be approximated by minimizing the over-all p.c.e.
And the convergence of this statement has been
proved by means of implicit statistical expressions.®

Therefore, the problem of feature selection in
MPR cen be treated in terms of p.c.e. and the de=-
gree of separability between classes can be con-
sidered as the principal measure of feature ef-
fectiveness in MPR,

III Feature Selection Criterion in MPR

3.1 Measure of Separability

In this paper, a feature selection procedure
is developed under the assumption of using the op-
timum classifier for normal distributions. How=-
ever, in general, the individual distribution can
be any known form and the parameters of the dis-
tributions might be estimated from a set of known
samples. In many problems in MPR, a priori proba-
bilities cannot be assigned and the optimum de-
cision rule is to minimize the maximum probability
of error. Referring to Anderson®, the minimax de-
cision procedure under the condition of unknown a
priori probabilities is an admissible solution to
the optimum procedure with known a priori proba-
bilities., Therefore, in this paper, it is assumed
that a priori probabilities are unknown.

A discriminant function between class w, and
and class w, is denoted by g, 1(XsQ ). In proba-
bilistic MPR, the probablllty of tRe system error
using a decision rule d(XeQ ) is equal to

1]

i=1 j=1 Rk, (i/3)

where p,(XeQ ) is the conditional probability den-
sity quctlo and R is the region in Q_ of
which the loss in dec1&1np that X is from class wl
when it is actually from class ..
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For a given family of discriminant function
{8, (XeQ )3 1=1,2,.0.,8=1; j=i+1,...,8}, the de-
cision rule is to choose y, if g (Egn ) > 0 and

w, if g (XeQ ) < 0. Then each of the integra-
tion ranges in Eq. (3) becomes
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and an analytical expre551on of this range is not
easy to find.

However, suppose that a pair of classes is con-

time., Then Eq. (L) becomes simply
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and
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mum diseriminant function between class w, and
class wl. Let L = < é_ {1-Sij}and then the over-
2ll pair-wise constituent error is the weighted sum
of T(i/3)% 1431,2,000,48; i#), where
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(ZFQP) is denoted as the pair-wise opti-
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When the maximum likelihood decision rule (MLDR) is
used as an optimum classifier, the logarithm of the
likelihood ratio is denoted as a discriminant func-
tion, and different measures of feature effective-
ness have been applied to various feature selec-
tion prﬁblems (Marill and Greenl, Grettenberg3,
Kailath®, and others). When covariance matrices
are equal, the probability of the system error for
two-class recognition depends on a statistical
quantity, say divergence. However, when covariance
matrices are unequal, there is no simple function
which relates the measure to error probability, and
only the upper and lower bounds, between which the
error rate lies for a given value_of divergence,
have been given (Marill and Green~, Kakoda and
Shepps). However, to develop the feature selection
criterion in MPR, the most desirable condition is
the monotonicity between each of p.c.e. and the
statistical quantity. .

Suppose that a linear discriminant function
is used to discriminate a pair of classes each
time. Then, since we are considering only the de-
gree of separability between each pair of classes,
the feature selection technique based on linear
discriminants is admissible for that based on MLDR
by means of the optimality of the minimax procedure.

Con31der a family of linear discriminant func-
tlons Jg (Xeﬂp); i=1,2,...,8=1; j=i+l,...,s} where

S(xm ) b, ﬁx- g
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and § Vv N(O,l). The condition that minimizes the
maximum expected p.c.e. is di =di=dj and then,
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where

dij =

The value of b 30 which maximizes dij is of the

form
- -l }
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is a Lagrange multiplier. A,

ij

where X is calcu=

ij
lated by solvinp the equation
' 2
Z-- 1-) r.Jb., =0 (11)
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with O<A, <l. Finally, the p.c.e. between class
w; and class vy becomes

o



P:J(e) = 2(1-Pr[£<dijl) (12)

Therefore, using linear discriminant function, we
are able to find a monotonic functional relation
between each of p.c.e. and a statistical quantity.
This quantity di is denoted as the measure of

separability between classes,

3.2 Admissible Optimum Seeking Procedure

)

Let aép , k=1,2,...,0, be a family of feature

sets which are possible p-tuple subsets from the
entire feature space Q Suppose that for each of

Xt
a given measure set aép), it is possible to calcu-
late all the separability measures {di??k; i=1,2,

eeeyS=1; J=i+l,...,s}. Then the ensemble of mea-

sures {d§?}k} is used to determine an optimum fea-

ture set,

Search problems occur for several reasons.
The function describing the relation between the
system error and the measure of feature effective-
ness is analytically not sufficient and the formu-
lation of a single condition which leads to Defi-
nition I does not exist. However, there are de-
pendable conditions for an optimum seeking pro-
cedure to be taken as the conditions of feature
selection criterion., Among them are:

(1) Maximize the mean of the separability
measure for all pairs of classes; that is,

s=1 s (p)
max { Z Z d. }; k=1,2,...40
Kk i=1 g=ie1 DK

(2) Maximize the minimum degree of separa-
bility; that is,

max{mln di§>k}, 121,2,000,5=1; J=i+l,00.,s

kK g k=1,2400.,4n

If a set of the conditions is to be satisfied
to select an optimum feature set, feature selec-
tion technique automatically becomes a dynamic
decision procedure., The procedure is formulated
with the aid of dynamiec programming and an admis-
sible optimum seeking procedure is introduced so
that the effectiveness of feature set can be opti-
mized by the number of conditions.

Most previous work on feature selection cri-
terion in MPR was undertaken by using the maximin
condition as an index of feature selection (Gret-
tenberg3, Fu and Chen®). In this paper, the fol-
lowing criterion is proposed for feature selection
in MPR: Maximize the mean of the separability
measure for all pairs of classes under a constraint
that minimizes the maximum variance of the separa-
bility measure,

IV Results of System
Implementation and Experiments

4,1 Description of Data

The proposed feature selection technique in
MPR has been tested on a digital computer (IBM
System 360/Model LL) by performing several experi-
ments. The data used in these tests were obtained
as a part of a project in agricultural remote sen=-
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sing. The objective of this project is the de-
sign of a system which can carry out agricultural
surveys of crop conditions using serospace plat-
forms. The sensor used in this case was an air-
borne multiband optical-mechanical scanner. The
output of this particular scanner provides 12
electrical signals, each one of which is propor-
tional to the radiant energy from the scene in a
different spectral band. The 12 bands cover the
range from O.4 to 1.0 microns in the visible and
near infrared portions of the spectrum. By simul-
taneously sampling the output of 12 bands, one ob-
tains a vector which contains all the spectral in-
formation avaeilable about a given resolution ele-
ment on the ground.

The data can be fairly reasonably modeled by
multivariate normal distributions with unequal co-
variance matrices. The MLDR is used as an opti-
mum classifier and the appropriate statistical
parameters are estimated from an adequate number
of training samples for each class. For the ex-
periments performed, five major crops are con-
sidered; namely, soybeans, corn, oats, wheat, and
red clover. Because of the variety of crop types
and growing conditions, there are a number of sub-
classes to be considered.

4,2 General Procedures

The tests of the proposed feature selection

‘technique were performed by three closely related

programs: Phase I - Estimation of means and co-
variances; Phase II - Calculation of separability
measures and optimum seeking processes; and Phase
III - Classification and error estimation. The
flow diagram of the system is shown in Figure 1
and only the important parts of Phase III are dis-
cussed,

(1) The estimation of Lagrange multiplier
Aié is carried out by the repeated application of

ynamic programming which employed a simple gra-

dient scheme for finding a saddle point of Eq.(11).

(2) The first supervising control is applied
to determine the lower llT g of the error proba-
bility curve (Pi vs d; p .

4(p) (p .
1§(max d11 {Pli(e) = el
it is possible to bound the lower part of the er-
ror probability curve with the maximum allowable
risk in the level of a. This is true since even
if the degree of separability is larger than
D
d:H(max)’
oreciably improved. Thus essantia% % the degree
of separability is normalized by g'P

the ability to discriminate is not ap-

Throughout the test experiments, thg vz{&e 4,
= 3,00 was used,

(3) The second supervising control is applied
to impose the constraints that minimize the maxi-
mum variance of separability measures, For a

given value d\P we can select %2(<<n) candi-

ij(max)

ij(min)®
date sets from n possible sets so that

(p);_ . {p)
}>a) P( min)Tor 811 k=1,2,...,8.

.

min{d

i3

(4) The final decision is made by maximizing
the mean information of separability measures,



4,3 Experimental Results

To demonstrate the properties of the analyti-
cal feature selection technique, a typical experi=
mental result is presented. Five classes were
composed by combining the several different sub-
classes of each of five major crops within allow=-
able statistical unimodality. The statistical
parameters were estimated from 425 samples per
class and this size of training samples was con-
sidered large enough so that the estimated pa-
rameters could be unbiased. No tests were made
to check the assumption of normality of distri-
bution with unequal covariances. However, the
univariate sample marginal cumulative distribu-
tions were estimated from histograms and con-
sidered, in general, as unimodal normal shapes.

After using the proposed technique to select
the best feature sets from all possible combi-
nations, the effectiveness of the sets was tested
by computing the error rate of classification
with 7,530 samples (about 1,500 samples per class)
by the MLDR classifier. The results of this ex-~
periment in Figure 2 indicate that the optimum
feature sets were selected for all the combi-
nations. A typical example of the recognition
matrix is shown in Table 1.

The following points are evident by these
experimental results:

(1) For all the combinations tested, the pro-
posed approach can be applied to select optimum
feature sets.

(2) There is a smaller number of subsets
which are almost as effective as the complete
feature set. When the system recognition per-
formance is lower and the risk in parameter esti=-
metion is involved, we are able to find a subset
of features which gives appreciably improved per-
formance over the complete set. EstesT has shown
gsimilar results with equal covariance matrices.
And it appears that the optimum number of features
could be determined by finding the maximum gra-
dient point of the separability measure curve (the
separability measures of the best feature sets
versus the number of features).

(3) To find an absolute optimum feature set,
it is necessary to evaluate the effectiveness of
all the possible subsets of the given features.
However, this is not, in general, possible when
the number of available features is large because
of the cowmutation time required. As an alterna-
tive for selecting the best feature subset, a se=-
quential forward selection procedure was tested
along with absolute optimum selection; that is,
r-tuple feature sets were constructed by adding
an additional feature to the (r-1)-tuple best fea-
ture set chosen. Since the (r-1)-tuple best fea-
ture set is not necessarily a subset of the r-
tuple best set, the forward sequential selection
procedure is only a suboptimum procedure, but,
because of the computation time required, it is a
feasible solution for the large size of a given
feature set.

(L) Even if there is no monotonic functional
relation between the error probability and the
divergence, the experiments were extended to in-
clude the selection of the best feature sets by
using the divergence as the separability measure.
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The results are less effective than the separabili-
ty measure of the minimax linear discriminant, but
the time required for computation is shorter and
the accuracy is acceptable for most cases, The
same optimum seeking procedure was applied for di-
vergence criterion.

V Conclusions

As far as the given data are concerned, the
proposed feature selection techniques have been
successfully used. In general, when the covari-
ance matrices are unequal and over-all expected
error probability is used as a performance index,
it is believed that the separability measure de-
veloped by minimax linear discriminants could be
a useful criterion of feature effectiveness, For
equal covariance matrices, the separability mea-
sure is equivalent to the divergence, which has
been successfully used for various problems. As
far as the computation time required is concerned,
the forward sequential selection procedure might
be preferable.
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FIG. . THE FLOW DIAGRAM OF THE SYSTEM

NO.OF | pcT |NO. OF SAMPLES CLASSIFIED INTO

CLASS [SAMPS | CORCT | SOYB | CORN | OATS |WHEAT] cLov
SOYB |15635 | 96.0 | 1473 44 18 o o}
CORN 1476 | 94.0 77 | 1397 2 o (o]
OATS 11483 | 90.0 7 411334 21 7
WHEAT | 1538 | 97.8 2 0 32 | 1504 0
CLOV [1498 | 96.9 5 24 18 1451
TOTAL |7530 | 95.0 | 1564 | 1469 | 1404 | 1525 | 1568

TABLE I: THE RECOGNITION MATRIX OF EXPERIMENT I
USING 4-TUPLE FEATURE SET {X,,Xg.Xq:X, }
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