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Preface

This report provides a summary of results for the first year's effort
under contract NAS9-14016. The contract called for work on a wide
variety of separate and distinct but related tasks. Table 1. lists
the tasks as contained in the original Work Statement indicating
modifications made through the year.

Aé a result of this contract a large volume of results has been
generated. Technical and research reports previously submitted or
presently being published are listed in Table 2.

Because of the diversity present in the task list for the contract,
each major subdivison of this report has been written to be relatively
gelf-contained, We hope this will facilitate use of the report by
readers with different interests.

The various tasks have been managed by various Purdue staff members
during the year and a NASA-appointed task monitor was assoclated
with each. It is appropriate that the contributions of these people
be recognized. -

hod

Task Purdue Task Manager NASA Task Monitor
Spectral Class Definition Dr. M. E. Bauer Mr. J. Garcia
CITARS Dr. M. E. Bauer Mr. Robert Bizzell
Field Measurement Research Dr. M. E. Bauer Dr. Michael McEwen
Forestry Applications Mr. R. P. Mroczynski Mr. Linwood Smelser
Land Use Patterns Dr. R. A. Weismiller Mr. Gerald McKain
Remote Terminal and Technology

Transfer Mr. T. L. Phillips

Multispectral Image Registration Mr. P. A. Anuta Mr. John Detyick
Data Dimensionality Pr. P. H. Swain
Preprocessing Algorithms Me. P. A. Anuta Mr. Norm Hatcher
Spatial Information Dr. P, H. Swain
Soil Inventory Dr. 3. E. Cipra
Soll Moisture Measurements Dr. .. F. Silva
"EROS Data Center Tasks Mr. T. L. Phillips Dx. Gene Thorley
NASA/Langley Terminal Mr. T. L. Phillips Mrs. Ruth Whitman

The efforts of Dr. A. E. Potter, the contract Technical Monitor are
especially to be noted and greatfully acknowledged.




Table I. Work Statement Task List and Revisions

Exhibit A
I. Acreage Estimation
(1) Crop Identification
(2) Improved Definition of Spectral Classses
(3) Crop Acreage Estimation
(4) CITARS
II. Yield Prediction and Estimation
(ITI.) Field Measurements Research Task
IV. TForestry Application Project
V. Analysis of Land Use Patterns
Vi. Remote Terminal and Technology Transfer
VII. Multigpectral Image Registration
Registration Algorithms

Data Base Interface .

IX. Research Tasks

iid

Revisions during the year

Deletion Requested 11/8/74
Revision Requested 11/8/74
Deletlrnr. Requested 11/8/74
Task significantly increased
Deletion Requested 11/8/74

Task added 11/8/74

Portions Deleted 1/30/75

Deletion Requested 11/8/74

1. Effective Utilization of Data Dimenéionality

2. Preprocessing Algorithms

3. Extraction and Anmalysis of Spatial Information

4. Soil Inventory Applications

Deleted 1/30/75

5. Electrical Measvrements of Available Soil Moisture Deleted 1/30/75

Exhibit B

EROS Data Center Tasks

Exhibit C-

NASA/Langley Remote Terminal Support

Added 11/15/74
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Table TI. Technical and Research Reports

090174

090274

101574

103874

110474

111774
112174
112674
120974
121874

022175
022575
022675

040375
040775

050975

051975

052175

052275

Wu, Swain, and Landgrebe. Decision Tree Approach to Classification

McGillem and Svedlow. Image Registration Error Variance As A
Measure of Overlay Quality.

Wilson. The Digital Display Photographic Operations Manual.

Anuta. Spline Function Approximation Techniques for Imagery
Geometric Distortion Representation.

Lindenlaub and Russell. Introduction to Quantitative Remote Sensing.

Follestad. Computer Analysis of ERTS~1 Tmagery and Mapping of Surficial

Deposits in a Test Area Within the Monticello North Quadrangle, Ind.

Silva, Schultz, and Zulusky. Electrical Methods of Determining
Soill Moisture Content,

Montgomery and Baumgardner. The Effects of the Physical and Chemical
Properties of Soils on the Spectral Reflectance of Soils.

Wu, Landgrebe, and Swain. On Optimal Dimensionality for Classifying
Normally Distribuied Data.

Moore, Whitsitt, and Landgrebe. Variance Comparison for Unbiased
Estimation of Probabilities of Correct Classifications.

McGillem. Interpolation of ERTS-1 MSS Data.
Anuta and Mobasseri. ERTS Multispectral Image Transformation.
Wilson., Digital Display User's Guide.

Wu, Swain, and Landgrebe. Two Approaches to a Decision Tree
Classification.

Stockton. The Use of ERTS~1 Multispectral Imagery for Crop Identi-
fication in a Semi-Arid Climate.

Kettig and Landgrebe. Computer Classification of Remotely Sensed
Multispectral Tmage Data by Extraction and Classification of
Homoegeneous Objects.

Lindenlaub, Davis, and Morrison. Brianging Remote Sensing
Technology to the User Community.

Svedlow. Experimental Examination of Sensitivity Measurements and
Preprocessing Methods for Image Registration,

Che, N. Y. Analysis of the Effect of LANDSAT data Enhancement on
Classification and Area Measurement Accuracy.
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OTHER REPORTS

Bauer, CITARS Volumes —~ 1975.
T. Task Design Plan
V. The First Earth Resources Technology Satellite (ERTS-1)
Data Preparation
VI. Results of CITARS Experiments Performed by LARS
IX. Statistical Analysis
X. Interpretation of Results

Laboratory for Applications of Remote Sensing Staff. 1975.
A Data Processing system for Earth Resources with an
Applications Example

Laboratory for Applications of Remote Sensing Staff. 1975.
Demonstrator's Guide for A Data processing System for
Earth Resources with an Application Example.

T. L. Phillips, H. L. Grams, J. C. Lindenlaub, S. K. Schwingendorf, 1975,
P, H. Swain, and W. R. Simmons
Remote Terminal Project Final Report: Purdue University
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I. Spectral Class Definition

Spectral Strata Determination

INTRODUCTION

As the Large Area Crop Inventory Fxperiment (LACIE) developed
in the past year it became increasingly clear that one of the major
technical requirements of the experiment would be a capability to
extend training statistics from one location/time to other locations/
times. Without such a capability new training statistics would have
to be developed for each segment to be classified, greatly reduc..g
the cost—-effectriveness of the technology.

Thus, work was begun at LARS in early 1975 on developing methods
for accurately classifying as large an area (or as many segments)
as possible before re-training the classifier. Our approach to the
problem has been based on two premises: (1) the segments to be class-
ified must be stratified, i.e., similar segments grouped together for
classification, and (2) stratification should be performed on the
LANDSAT data itself since the factors which will affect the extenda-
bility of training statistics will be manifested in the data. The
term “spectral stratum"” has been defined as an area in which the
classes cover types present and their spectral responses are suffi-
ciently similar that training statistics developed for cne segment
can be applied to other segments in the stratum without appreciable
change in classification permance.

During the January-May, 1975 perilod work has been pursued in
two areas: (1) classification and comparison of LANDSAT data from
several areas (LACIE intensive test sites) in Kansas, and (2) defini-
tion of multivariate pattern recognition procedures which can be used
to determine the delineate spectral strata in multispectral scanner
data.

Analysis Results, 1973-74 Kansas LANDSAT Data

Fifteen frames of 1273-74 LANDSAT-I data containing the five
LACIE intensive test sites in Kansas along with "ground truth" data
were received from JSC/EOD. To date, two frames, 1583-1652- (acquired
February 26, 1974 and containing Finney and Morton Co. Sites) and 1689-
16382 (acquired June 12, 1974 and containing Ellis and Rice Co.) have
been analyzed.

Our initial work comnsisted of preparation of imagery to determine
if strata could easily be delineated on either three-band color com-
posites or color-coded maps produced from nen-supervised classifica-
tions. While differences could be seen across the scenes which may
correspond to strata, it was concluded that this approach to determina-
tion of spectral strata was too qualititive and subjective to rely
upon, at least without further investigation and verification.

We then turned to a more quantitative analysis of the intensive
test sites. This analysis has consisted of: (1) classification of
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Table 1. Classification accuracy of wheat and non-wheat test
fields classified with "local" and "non-local"
training statistics.

Source of Area Classification Accuracy (% Correct)
Statistics Classified Wheat Non-Wheat Overall
Finney®* Finney 72.5 92.0 86.8
Morton 61.6 87.7 76.9
Morton#* Morton 81.3 82.0 81.7
Finney 83.6 62.6 73:1
E111st Ellis 100.0 98. 4 99.5
Rice 69.9 82.3 13.
Rice’ Rice 89.3 100.0 98.8
Ellis 94,2 75.0 80.6

# LANDSAT Scene ID 1583-16525 (February 26, 1974)
LANDSAT Scene ID 1689-16382 (June 12, 1974)

+




each site with training statistics from the other site within the frame,
and (2) comparison of the means and variances of the spectral data

from the pairs of sites within the same frame. These results, which
are summarized in Table 1, have provided information on the spectral
characteristics of wheat and some of the problems associated with
extending training from one area to another.

The results shown in Table 1 indicate that accurate classifica-
tions (as measured by test fields) of wheat and non-wheat can be
achieved when training statistics developed from the segment to be
classified are used, There was, however, a definite reduction in
classification accuracy when the statistics were applied to segments 65-100 km
G0-60 miles) away.

The reason for the reduction in classification accuracy for the
non-local classification is clear when the spectral responses of
wheat and non-wheat classes are examined. While there are similar-
ities in the relative response characteristics of the data from the
two segments from each frame, there are also differences in the absolute
mean responses of the various classes. Because, the classifler deals
in "absolute" terms rather than relative differences betwéen classes,
there is some misclassification.

Our conclusions from these results are that Finney and Morton
are in different spectral strata and Rice and Ellis are in different
strata. 1In both cases, this should be gqualified or limited to the dates
considered. More dates as well as more areas must be analyzed be-
fore conclusions concerning the number, location, and consistency
over time of strata can be drawn.

Although not all of the data received has been analyzed. we
believe additional segments of LANDSAT and ground observation data
will be required for a full evaluation of strata or procedures used
to determine strata. With only five sites for an entire state, the
likelihood of each site being in a different stratum is high. Statis-
tical tests or comparisens required for evaluation are impractical in
such a situation.

To evaluate the consistency over time or permanency of strata,
a three date temporal overlay of the frames containing Finney Co.
were prepared and will be analyzed in CY76.

Definition of Clustering Procedures for Determination of Spectral Strata

During the latter part of the contract year, several alternative
approaches or procedures for determining spectral strata (or determin-
ing which segments are members of the same stratum or population) have




been defined. All the procedures utilize clustering of the multi-
spectral data as the basis for determination of strata. During CY76
the procedures will be implemented and tested on LACIE data from Kansas
and North Dakota. The procedures will be briefly summarized here,
although they are subject to modification as they are developed and
tested.

Procedure I: Characterization of blocks of LANDSAT data by a
mean vector and covariance matrix (parametric representation). The
procedure would consist of (1) sampling the area of interest to obtain
blocks of data, (2) determining the mean vector and covariance matrix
of each block, (3) applying parameter space clustering to the statis-
tics of the blocks to find groups of similar blocks, and (4) delineat-
ing the boundaries of strata using a boundary finding algorithm.

Procedure II: Characterization of blocks by histogram vectors
(nonparametric representation). This procedure is similar to the first
except each block would be represented by a histogram vector. The
vector is obtained by dividing the range of possible response values
of each channel into levels; the number of pixels of each level are
tabulated for each block and become entries in the histogram vector.
Then the histogram vectors are clustered to find groups of similar
blocks.

Procedure IIL. Characterization of segments by mean vector
and covariance matrices of clusters. Each segment would be clustered
and parameter space clustering applied to the statisties of the cluster
classes to find groups of similar segments.

Procedure IV. Characterization of training fields by mean vec-
tor and covariance matrices of clusters. This procedure differs from
the other procedures in that it would make use of training fields.
Known fields of whezt and non-wheat would be clustered separately for
each segment, tHen parameter space clustering applied to the cluster
statistics. This procedure may be most useful for evaluating results
of the other procedures since it uses known fields, rather than as
a procedure to be used for the "operational' LACIE.
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Cluster Analysis

Rationale _

This section of the report deals with work done on clustering ;
itself. The problem of finding the number of spectrally distinct :
classes present in a data set is of special concern when very little 3
is known about the types or number of different ground covers in the
data set. Finding such a set of distinct classes is called "unsu-
pervised classification"” or "clustering." The approach which has been
used at LARS in such cases is to choose a number approximately twice
that of the number of different ground cover types estimated to be
represented by the data and then cluster the data into that number
(MAXCLAS) of clusters using the LARSYS CLUSTER processor. This
processor contains iterative routine which calculates a set of ini-
tial cluster centers and then assigns each point to the nearest
center and recomputes new centers, repeating these last two steps
until a specific (user-defined) percentage of point assignments remains
unchanged for two successive iterations. The output from this program
includes, among other things, statistics (mean vector and covariance
matrix) for each of the clusters found and tables indicating the
"distinctness”" of the clusters and recommendations on combining clus-
ters in subsequent steps of the analysis.

Ideally, one would like an "automatic' method of determining
the number of spectrally distinect clusters present in a data set when
the analyst has little or no I-formation upon which to base a decision
as to the number of classes to request. Such an automatic procedure
should reliably combine clusters which are not spectrally separable
and split into parts those clusters which are large and possibly
multimodal.

Background

Some work has been done on the development of automatic cluster-
ing procedures. The ISODATA (Iterative Self-Organizing Data Analysis
Technique(A)) program was developed at Stanford Research Institute by
Ball and Hall 1~3 and applied to grouping sociological and atmos-
pheric data., This approach was adapted at LARS by Swain %29 and
Wacker 10 for use with multispectral remote sensing data. A similar
program was also used at the Johnson Space Center where extensive
modifications were made to it by Kan and Holley of Lockheed Electron-
ics Co. %™ 6 resulting in the ISOCLS program. However, none of these
efforts were completely satisfactory with respect to automatically
determining the number of spectrally distinct clusters present in the
given data set.

Objectives and Approach

It was desired to modify the LARSYS CLUSTER program to develop a
means of determining in an "automatic" fashion the number of distinct
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spectral classes contained in a set of multispectral data. The output
would be a statistics deck containing the mean and covariances for
each cluster whihe could then be used by the LARSYS CLASSIFYPOINTS
processor. Therefore, in the LARS approach, the basic structure of
CLUSTER was retained and the split-combine approach was incorporated
into the core of the CLUSTER processor.

Goals

The goal of this work is to implement a program which will de-
termine the number of spectrally separable, unimodal clusters present
in a data set. This implies that, for a specific data set, the program
should find the same number of clusters regardless of the initial
number (MAXCLAS) of clusters cequested, provided that MAXCLAS is large
enough (since the program can never have more than that number of clus-—
ters due to storage limitations). Also, these clusters hould have a
Gaussian distribution, since this is the assumption used in the CLASS-
IFYPOINTS program which uses the cluster statistics for training. If
these two goals were achieved, the user would be freed from making a
decision on the number of clusters to choose and classification results
would be improved since all clusters would indeed be Gaussian-—distri-
buted.

Accomplishments

A LARSYS-type program, VARCLU (Variable Number of Clusters), has
been implemented, and limited results hawve been obtained. All of the
user options in the LARSYS CLUSTER program are available in VARCLU.

In addition, the user specifies a transformed divergence value {(corres-
ponding to DLIM in ISOCLS)} which is used as a threshold for combining
clusters.

The results obtained thus far indicate that the number of clusters
obtained by the program is somewhat dependent upon the initial value
assigned to MAXCLAS; a higher MAXCLAS value tends to wesult in more
final clusters. However, for the data sets analyzed thus far where
ground reference data is available, it appears that an imitial value
of MAXCLAS at least 20 gives a final number of clusters which corres-~
ponds very closely to the number of cover types actually present.

These results are obtained using a transformed divergence threshold
value of 1700.

The number of final clusters is, of course, dependent on the
transformed divergence value chosen, a higher value resulting in few-
er clusters. A higher transformed divergence value will also Lend to
produce more multimodal clusters, since more clusters will be combined.

Theoretical Background

The approach taken by the ISOCLS program is to begin with the en-

o
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tire data set as one cluster and split the clusters along the channel

of maximum variance until a certain percentage of clusters are of nominal
size. A series of split and ccmbine iterations are performed on the

data, Between each split and combine operation all points are reassigned
to the nearest cluster center and new cluster centers are recomputed.

If any cluster has less than a spenified number of points at this stage,
the cluster is deleted, eliminating those points assigned to that cluster.

The criterion used by ISOCLS for a split iteration is to split any
cluster where the maximum standard deviation in any channel is greater
than a specified number (STDMAX). The new cluster centers are set at U
* o vhere H: is the old mean for channel j and 0; is the standard de-
viation in channel j. Centers in all other chanmnels remain the same.

The combine criterion is to combine pairs of clusters if the distance
between them i1s less than a specified threshold (DLIM), with the new cen~
ters being a weighted average of the means of the combined clusters. The

distance measure ig defined b
o ) 1% Y @, @ *
2 P q)}= Ty (o 3 i
dy WL U i21 0, ®) 5. (@ “p
| 1
which is the distance squared between clusters p and q where u(l) is the

mean vector for cluster 1, and 04 ) is the standard deviation in channel
j for cluster 1.

There are four basic differences between the ISCCLS approach and
that taken by LARS. First, the number of initlial clusters in the LARS
approach is user-defined and the centers are calculated by the CLUSTER
program to lie along the axis of the prinecipal eigenvector of the data,
rather than finding the initial number and centers of clusters via a
series of split iterations as is done in ISOCLS.

Second, in the LARS approach, after finding initial cluster cen-
ters and after each split or combine iteration, the reassignment of
points to the nearest center is an iterative process, reassigning points
and recalculating new cciaters, which ends when a certain (user-defined)
percentage of points are unchanged between two iterations, rather than
the one~step reassignment process used by ISOCLS.

Third, in the delete operation of the LARS approach, only centers
which have no points assigned to them are delered, and, therefore, no
actual data points are deleted. Clusters which are too small (less than
NCHAN+1, in general, where NCHAN is the number of channels) to calculate
covariances are simply marked and not considered for future combines
unless more points are assigned to that center in a subsequent reassign-
ment of points and a valid covariance matrix is calculated.
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The fourth difference is in the combine operation. The sequence of
operations for the LARS approach is

I DCS DCS DCS DC C

where I is initialization of cluster centers, D is a delete operation,
C is a combine operation, and § is a split operation. After each
operation (I, D, %, or 8), the reassignment process and recalculation
of statistics is performed. The combine operation here is a grouping
of all clusters for which the pairwise distance between every pair

is less than the threshold value, The fipal statistics represent the
clusters resulting from the reassigmment process after the final
combine.

In the ISOCLS program the sequence of operations is
58...5C8 C8 ... C5 ¢Ch

where S is a split operation, C is a combine operation, and Ch is a
chain operation. Here the delete operation is part of the reassignment
of points and recalculation of statistics and is performed after the
initial sequence of splits and after each subsequent iteration (8 or C).
The combine operation here combines only pairs of clusters, and the
final chain operation combines groups of clusters for which any pairwise
distance is less than the threshold. Note, however, that no reassign-
ment of points occurs after the chain operation, and statistics are for
the cluste:s present before the chaining. The results of the chaining
are shown in the output map with a single symbol used for all clusters
in a chained group.

To implement the VARCLU program, fthree new algorithms were developed.
These were the delete, split, and combine algorithms.

The delete algorithm searches the array containing the number of
points assigned to each cluster center. If any c¢luster center has no
data points assigned to it, that center is removed from the list, leaving
one less cluster.

The split algorithm uses two criteria to decide if a cluster should
be divided into two parts. The first is that there be at least 2#(NCHAN+1)
points in the cluster. This is the minimum number of points which could
result in two clusters with valid covariance matrices, NCHAN being the
number of channels being used. The second criterion (corresponding to
STDMAX in ISOCLS) is that the maximum standard deviation in any channel
must be greater than 3,0. This value is appropriate only for data values
in the range 0~127 (e.g., LANDSAT data). In addition to meeting these
two criteria, there must be space available in the arrays for storage
of statistics for an additional cluster. The maximum storage available
at any time is set during the initialization phase of the program to
MAXCLAS number of clusters, therefore, that parameter must be chosen rela-
tively large to allow for adequate space.
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The combine criterion is based on transformed divergence which
is a measure of the separability of clusters. The transformed diver-
gence measure is based on divergence between two clusters i and j
which is given hy

Di; = .5 tr ((Kg-K5) K57 -k47H)

3
+ .5 tr ((Ki-1+1<j-1) (Mi—Mj) (Mi-Mj)‘)

where

Kj and K; are the class covariance matrices

M; and M; are the class means vectors

tr(.) denotes the trace of a matrix

(the sum of the elements on the main diagonal)

(.)' denotes the transpose of a vector.

Transformed divergence, then, 1s given by
Dj; = 2000(1 - exp(-Ds3/8))

It has been demonstrated that maximizing the average pairwise transformed
divergence is a useful strategy for maximizing overall separability of
classes and, hence, maximizing classification accuracy 7 .

The combine algorithm combines groups of clusters for which every
pairwise distance is less than the user-defined threshold value. A
threshold value of 1600-1800 is reasonable, where the maximum trans-—
formed divergence value is 2000. The new mean vector of a cluster com-—
prised of old clusters i,j,..., % is a welghted average of the old cluster
means and is given by

“new=(ci/TC)u(i) + (Cj/TC)IJG) dooot (C'Q’/TC)L[('Q')

where Cj is the number of points in cluster i, TC is the sum of points
in all clusters to be combined, and ud) 15 the mean vector for cluster i.

In addition to the above three algorithms used in the split-combine
process, a method of assigning initial cluster centers was used which
differs from the present LARSYS method. The new method calculates the
principal eigenvalue and eigenvector of the data and assigns the initial
centers along the axis of the principal eigenvector. This approach sub-
stantially improves the probability that the initial centers will fall
within the range of the data and minimizes the number of clusters which
will be deleted in the first step due to lack of points.

Experimental Results

Three test sites were chosen from a region in the San Juan Mountains
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TABLE 1
DATA SEIS
LARS
TEST RUN TOTATL NO.
AREA _ NO. LINES COLUMNS OF POINTS
A 73057201 263-292 330-363 957
B. 73057201 375-410 365-420 1925
c 73057201 343-374 426-448 682




TABLE 2
EXPERTMENTAL RESULTS

DATA THRESH MAXCLAS FINAL NO. |CPU TIME | NO. COVER
SET OF CLASSES | (SEC) TYPES
A 1700 15 7 490.15 10-13
20 12 718.36
25 14 624.01
30 15% 720.79 ;
B 1700 15 9 864.71 10-11
20 10% 1317.29
25 16 1448.66
30 15 1356.68
c 1700 15 6 95.13 6
20 6% 147.85
25 6 197.74
30 7 226.79

*Judged to give the best results based on type maps

of the area




I-12

of Colorado*. Clustering was performed using LANDSAT data from the
three areas. These data sets are given in Table 1.

A series of runs were made for each data set using a transformed
divergence threshold value of 1700. The MAXCLAS parameter {which de-
termines the initial number of clusters) was varied. Runs were made
for MAXCLAS values of 15, 20, 25 and 20. All runs were made using a
convergence value of 100 percent and using all four channels of the
LANDSAT data. The results of these runs are shown in Table 2 which
gives the final number of clusters and CPU time used for each runm.

Ground reference data for these sites are available in the form
of type maps prepared by photointerpreters using color infrared photo-
graphy. This information was obtained from INSTAAR at the University
of Colorado. The number of different ground cover types identified by
this technique for each site is shown in the last column of Table 2.

The evaluation of results utilized two-dimensional plots of the
data from each site using different combinations of channels. The
data from channels 2 and 3 for test site C is shown in Figure 1, with
the location of the final cluster centers determined by the VARCLU
program (using MAXCLAS=20) indicated by small circles. Also used for
analysis was the map produced by VARCLU showing the area with different
symbols representing each cluster. Figure 2 shows the map for test
site C with the boundaries of the ground cover types ildentified by
photointerpretation superimposed on the map. The numbers identifying
each area represent the following ground cover types:

1 moderately dry tundra
2 turf

3 dry tundra

4 willow
4B willow and krummholtz
5 coniferous forest

6 meadow

#This data set was used because, unlike LACIE data at that time, a com-
plete analysis and cluster set evaluation was already available for
comparison.
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Test site C proved to be interesting because results from
three different runs (MAXCLAS - 15, 20, and 25) all found six separable
classes, and one run (MAXCLAS-30) found seven classes. TFor two of these
runs (MAXCLAS-20 and 25) the results were identical, and this result
also was judged to be the best representation of the area based on
the type map of the area. In general, however, as shown by the other
two test areas, the number of final clusters was found to depend some-
what on the number of initial clusters.

For test site C (using MAXCLAS-20) the resulting six clusters
include two clusters of data which do not represent any of the cover
types but are, in fact, bad data values as seen in Figure 1. The
remaining four clusters represent the six major cover types; meadow
and moderately dry tundra were indistinguishable from the other types
using the data available. This can be seemn in Figure 1, also, where
there are actually only four major clusters in the data (in the channels
represented; channels ]l and 4 show even less variation and separation
of elusters).

Overall, the results appear to be very promising. Intensive ana-
lysis on each of these sites has been performed by an iIndependent re-
searcher to find the optimum number of clusters by maximizing average
transformed divergence for all clusters and minimizing total variance,
as determined by separate runs of the regular LARSYS CLUSTER processor.
The optimum number of clusters found by this method corresponds almost
exactly to the number of final clusters using VARCLU in the run judged
to be the best based on type maps of the areas {(indicated by an asterisk
in Table 2).

There still remains the question, however, of what value to choose
for MAXCLAS vo obtain this "best" result when ground reference data is
not available. WNevertheless, it is clear that this decision is much
less critical using VARCLU than with the regular LARSYS cluster; and,
in general, as the value for MAXCLAS becomes larger, the effect appears
to become less severe. The results for MAXCLAS-15 in each of the three
areas were less satisfactory than those with higher values. Curreantly,
there is a maximum value of 30 for MAXCLAS due to storage limitations
in the program.

Status

The VARCLU program is completely operational and is available to
all LARSYS users on the experimental program library. The control cards
are identical to those in thw LARSYS CLUSTER program with the exception
of the options card. The THRESH(xxxx.) option now refers to the trans—
formed divergence threshold used for combine operations as well as the
final grouping recommendation tale based on transformed divergence. A
new option, QUOT(x.xx), was added which is the threshold value used for
the final grouping recommendation based on guotient value (same as the
old THRESH option card).




RESULTS

The results obtained to this point are based on a very limited
number of tests. Additiomal tests need to be made to determine the
effect of varying the threshold value, and further observations need
to be made on the effect of the value of MAXCLAS using a variety of
data sets,

In addition, further consideration needs to be given to a diff-~
erent split criterion. The present one (that the maximum standard
deviation in any channel be greater than 3.0) is rather arbitrary,
and a criterion which is data-dependent may prove to give better
results., Also, some rule or guldeline needs to be found which will
aid the user in determining the best value to choose for MAXCLAS
under different conditions.

The approach implemented in VARCLU represents a step toward a
tool better suited fornomsupervisedcluster amalysis of multispectral
data. Subsequent work will pursue its application in classification
analysis, particularly for determining spectral homogeneity charac-
teristics of large area agricultural data.

I-14
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II. Crop Identification Technology Assessment for Remote Sensing (CITARS,

INTRODUCTION

During CY7Z% LARS has been involved in three major phases of the
CITARS task: (1) Classification of the CITARS data sets, (2) statis-
tical analysis and interpretation of the classification results, and
(3) documentation of the experimental procedurss and results. This
report summarizes our participation in the CITARS project during the
past year and the results obtained by LARS. More detalled and complete
descriptions have been submitted in previously prepared reports (i.e.,
listed as follows:

CITARS Volumes

I. Task Design Plan

V. The First Earth Resources Technology Satellite
. (ERTS-1) Data Preparation
VI. Results of CITARS Experiments Performed by LARS
IX. Statistical Analysis of Results

X. Interpretation of Results

PROCEDURES

Classification of CITARS Data Sets

During the June — September, 1974 periocd training statistics for
the 15 ERTS data sets were developed and the data classified. In ad-
dition the training statistics were used to classify 20 data sets from
a different location or date than the training statistics (non-local
classification). Two classification procedures- differing in the use
of class weights were used in each case. The results of the classifi-
cations were submitted to JS5C in October, 1974.

During the October - December, 1974 several additional investigations
were performed using the CITARS data sets to increase our understanding
of the results. The results of these classifications are summarized
later in the results section of this report and in Volume VI, Results of
CITARS Experiments Performed by LARS, of the CITARS final report.

Statistical Analysis and Interpretation of Classification Results

Although it was not originally designated as a LARS task, at the

®CY75 reters to the 1975 Contract Year which extends from June 1, 1974
through May 31, 1975.
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request of JSC/EOD, LARS accepted responsibility £ .r a major portion
of the statistical analysis and interpretation of the classification
results of EOD, ERIM, and LARS. This task performed during Januvary
to April included definition of the independent variables used to
measure classification performance, analyses of variance, Interpreta-
tion of the analyses of variance, and documentation of the procedures
and results (i.e., Volume IX Statistical Analyses of Re:zults, of the
CITARS final report).

Documentation of Experimental Procedures and Results

During CY75 LARS prepared three volumes for the CITARS final re-
port and coordinated the initial preparation of a fourth. The volumes
are: (1) Volume V. —-- ERTS-1 Data Preparation, (2) Volume VI. -- Results
of CITARS Experiments Performed by LARS, (3) Volume IX, -- Statistical
Analyses of Results, and (4) Volume X. —- Interpretation of Results.

RESULTS

CITARS Experiments Performed by LARS

One of the important results of CITARS at LARS has heen the def-
inition, implementatior, and evaluation of an automatable and repeatable
data analysis procedure. The newly defined procedure was f£irst used
for CITARS, but it performed very well relative to other procedures, both
in terms of data analysis efficiency and classification performance.

The efficiency of the procedure is indicated by the fact that the 15
local and 20 non-local classifications using two classification proce-
dures were completed by two part-time analysts in three months. The
procedure was alsoc shown to yield nearly identical results when used

by several analysts on the same data sets. Subsequent tests showed

that the performances obtained using the procedure were similar to those
obtained using analyst dependent procedures.

Statistical comparisons of the two LARS procedures showed no signi-
ficant difference between them as measured by either classification
accuracy or proportion estimation. The procedure identified as SP1
used equal prior probabilities, while SP2 used unequal prior probabili-
ties based on 1972 county acreage estimates by the Statistical Reporting
Service of the U.S. Department of Agriculture.

Three possible reasuns account for why unequal prior probabilities
did not produce significantly better resulits than equal prior probabili-
ties: (1) the weights came from 1972, while data was from 1973, and
the true proportions could have changes from one year to the next; (2)
the weights pertain to counties but were applied to segments, which are
fractions of counties and might therefore have different true propor-
tions; (3) the analysis of variance was performed on results for sec—
tions and sections vary within segments. Ly
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: Classification performances for CITARS were generally lower than

r originally anticipated. For this reason and also as a task not ori-
ginally planned, several experiments were performed to investigate the
effect of various factors, and the results were presented in Volume VI,
Part 2 of the CITARS final report. Six factors which may have affected
the performance were identified and investigated: (1) method of evalua-—
tion used, (2) data analysis and classification procedures used, (3)
availability of trailning data, (4) registration accuracy, (5) spectral
characteristics of the scene, and (6) characteristics of the ERTS data.
The results of these investigations are summarized in the following
paragraphs.

Evaluation of the classifications was based on crop identifications
determined by photointerpretation. These identifications must be
s accurate if performance evaluation are to be reliable. Tests of photo-
- interpretation accuracy indicated that the crops in 95-98 percent of the
' fields were correctly ldentified. It was, therefore, concluded that
photointerpretation errors did not substantially influence classifica-
tion performance.

To investigate the effects of the data analysis procedures used,
an experiment was conducted using several alternative procedures. The
alternative procedures did not result in improved classification per-
formances, indicating that the generally low classification performances
: obtained in CITARS cannot be attributed to the data analysis procedures
a used.

Another experiment was conducted to determine the effects of train-
ing set size and selection. Results showed that significant differences
in classification performance can be obtained with different training
sets, and that training set size alone does not determine the representa-
tiveness of a training set.

Comparisons of classification performance for registered and non-
registered data showed that there was no significant difference between
the two forms of LANDSAT data.

Classification performance depends largely on the degree of spectral
separability of the cover types of interest. An investigation of the
data characteristics showed that there were some cases in which the
cover types of interest were spectrally different enough to enable dis-
crimination among them (provided adequate training data was avalilable).
However, in other instances the cover types of interest were so spec—
trally similar (as measured by the LANDSAT sensor) that they could not be
discriminated regardless of the amount of training data used.

Since accurate identification of crops requires spectral separability,




II-4

classification performance depends not only on the spectral character-
istics of the cover types but also on the ability of the scamner to

- detect and measure spectral differences. To study the effeect of the LAWD-
SAT scanner on classification performance, a data set collected by

an airborne multispectral scammner system having more wavelength bands

over a wider region of the spectrum and greater sensitivity, and dynamic
range was analyzed for comparison. Although there were substantial
differences in performance for individual classes between the LANDSAT
aircraft data analyses, overall performance for the two data sets was
nearly identical.
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ITI. Field Measursments Experiment

INTRODUCTION

LT T

During the first quarter of CY75 field measurements research was
a part of the LACIP Crop Yield Prediction task. This task was sub~
sequently replaced by the greatly expanded field measurements for
remote sensing of wheat project. This report summarizes the work
performed under both projects or tasks, although the major emphasis
is on the wheat project.

R R perm e st

b G T

TACTP CROP YIELD PREDICTION

Spectral reflectance factor data were collected during June-
August for a study of the effect of percent ground cover, leaf area
index, and maturity stage on the spectral reflectance of corn and soy-
beans. The study was performed on both dark and light colored soils.
This was the third summer of data collection for corn and second for
soybeans. Analysis of the data from the three years is described la-
ter in the final report.

A capability to measure the hemispheric reflection distribution
function in 20 minutes in a field environment was developed and demon-
strated. Measurements for mature and harvested wheat were obtained
along with detalled data describing planting density, row width,
plant height, stem diameter, ete. of the crop. Analysis of the data
has not been performed, however, due to the time spent in planning and
collecting data for the field measurements for remote sensing of wheat
project.

Other projects during this period inecluded the development of a
technique to measure the optical depth of a corn canopy. After the
method is evaluated it will, if successful, be applied to wheat can-
opies. In addition, a large collimated illuminator and detector for
making laboratory measurements on microscale canopy models or other
materials was conpleted.

Brackets and a mirror mouanting device were designed for a new
parabolic collimating mirror for the high intemsity uniform source
for the "indoor" Exotech model 20C. It s used in calibration of the
the model 20C and was also used in measuring the spectra of a wide
range of soil types having closely controlled moisture contents.

Other activities included preparation of two documents describ-
ing the field spectroradiometer system and its use. The first is a
paper entitled "A Visible and Infrared Field Spectroradiometer Ffor
Remote Sensing Field Research.'" The second is an "Exotech User's
Handbook."

YarCEDING PAGE BLANK NOT FILMED




Improvements in the Exotech data collection system included the
construction of a device to simulate Exotech signals to enable evalua-
tion of analog and digital data processing systems. Consideration
of converting to digital data collection was begun.

In summary, these activities provided excellent preparation for
the field measurements work on wheat which was defined and initiated
in the second quarter.

JFIELD MEASUREMENTS RESEARCH FOR REMOTE SENSING OF WHEAT

In August 1974, NASA/JSC/EOD recommended that a coordinated
field measurements investigation be established. Its overall objec-
tive was to acquire, process, and analyze spectral, agronomic, and
meteorological data from the various field sensor systems. Research
':esults from the effort would support the Large Area Crop Inventory
Experiment (LACIE) and provide a fully annotated, documented data
set for other research, as well.

Previously, investigations had been conducted independently by
various investigators, but were often limited by their #bility to
bring enough resources to bear on the problem. It was felt that by
combining the resources of several agencies within a single project
with common objectives that greater progress could be made. Thus,
the field measurements project, as it is now known, was estasblished
in the fall of 1974. The participants include: NASA/JSC/EOD, NASA/
ERL, USDA/ASCS, ERIM, Texas A & M University, Colorado State Univer-
sity, and Purdue University/LARS.

At that time the field measurements capability at LARS was re—
directed and expanded to support the new field measurements project
for remote sensing of wheat. Because of their previous experience
and capabilities already developed and tested for acquiring, process-—
ing, and analyzing data from field measurements systems, LARS was
assigned responsibility to provide the technical leadership and coor-
dination for the project, as well as major responsibilities in the ac-
quisition, processing, dissemination, and analysis of data.

The remainder of this report deseribes the activities of LARS
in support of the field measurements research project since analy-
tical results have not yet been obtained. The major activities in-
clude: project planning, data acquisition at Garden City, Kansas
and Williston, N. Dakota, instrumentaticon development, data process-—
ing and analysis of data previocusly acquired,




ITI-3

Project Planning

A major activity since September 1974 has been to design and
plan the project. This activity has resulted in preparation of three
iterations of the project plan which presents an overview of the
project, objectives, experimental approach, test gite description,
description of experimental plot work, measurements and observations
of crop parameters, reflectance and emittance measurements, atmos—
pheric and meteorological measurements, data processing, data analy-
sis, schedules, and organization and management. The latest version
of the project plan with additions and revisions was submitted at the
end of June, 1975.

A series of meetings among the project participants have been
held. These have included meetings in October and March at LARS and
a third at J8C in January with representatives of all participating
institutions. In addition, LARS data processing and measurements
personnel met with ERL and EOD personnel at ERL and JSC, respectively,
in December to discuss the acquisition and processing of Exotech Model
20D and S-191 data. Trips to Garden City were made in March and May
to assist in establishing and carrying ocut the work there. There
have alsc been numerous phone calls and letters exchanged among the
project participants, as well as frequent meetings of LARS staff to
discuss and plan the project.

Data Acquisition

LARS acquired spectral data with their Exotech Model 20C field
spectroradiometer system at the agriculture experiment station at
Garden City, Kansas on October 18-19 and November 5 and 7, 1974, along
with supporting agronomic observations and measurements. The data
collection system, instrument van and aerial-boom truck, were driven
to Williston, North Dakota just prior to the end of the contract
vear. The system will be used to collect data there throughout the
June - August, 1975 period.

Instrumentation Development

The following items of equipment or instrumentation have been
especially constructed for the field measurements project by LARS
Measurement's Program Area personnel:

1. Three large 4' X 4' calibration panels coated with barium
sulfate reflectance compound have been prepared and distributed to
participating parties in the project. In addition, two small 2' X 2!
barium sulfate calibration panels were prepared for the special use
by participating experimenters at the Garden City, Kansas and Willis-
ton, North Dakota sites.




2. Two hemispherical transmittance attachments were designed

and fabricated for use with the Exotech Model 100 radiometer. These
attachments permit the measurement of leaf transmittance in the four
LANDSAT spectral bands. One of the attachments is located at Garden
City, whereas the other ome is now at Williston, North Dakota. LARS
loaned one of its Exotech Model 100 instruments to TAMU. The attach-
mefits permit the measurement of leaf transmittance over a wide variety
of leaf types using solar input as the illuminating source.

- 3." A complete weather station was assembled and placed into ser-
vice at Williston. Additional equipment was fabricated to permit
rapid deployment and safe transportation of the weather station equip-
ment. The station can monitor and record total solar input, bare-
metric pressure, relative humidity, sensible temperature, wind direc-—
tion, and wind velocity. All of the data are recorded for analysis

at a later time so that continual attendance of the station is not
required. :

4, A multiplexor capable of recording all of the housekeeping
data from the Exotech model 20-D spectroradiometer on the analog
tape was designed and constructed. Ultimately the Exosys Software
System will be able to automatically retrieve this data and process it
properly into the computer compatible tapes produced by Exosys.

5: A complete system for monitoring the temperature profile in
a wheat. canopy has been designed and fabricated. This system consists
of several stakes equipped with thermistors that may be positioned fo
measure leaf and/or air temperature at several heights through the
canopy. The thermistors are adjustable so that the profile can be
monitored at any stage .of the canopy growth. The system consists of
the appropriate intercomnecting cables which bring the thermistor
signals together through a switching system. The design for an auto-
matic data recording module that can be battery operated im a field
environment has been completed, but was not constructed due to late
delivery of parts. The data produced by the system are used in con—
junction with the thermal portion of the project.

_ 6. Several pieces of auxillary apparatus to implement the calibra-~

tion procedures and experimental procedures in the field have been de-
signed and constructed for use at the Williston test site. These are
small pileces of equipment that are designed to facilitate and expedite
data acquisition and preliminary data reduction.

7. A radio-clock system was constructed that permits annotation
of the data to a WWV time signal.

In addition to the above items of equipment, a staff member in the
measurements program area, made arrangements for private aerial trans-
portation to the Williston test site. The staff member is a commercial
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pilot and the use of a rented airplane has resulted in considerable
travel savings.

Data Processing, Storage, and Retrieval

Data processing activities have centered around development of
data processing requirements and software development. For the
project specific tasks addressed include: plenary sessions with par-
ticipating data collection and analysis groups to develop data pro-
cessing requirements and procedures, definition of a centralized li-
brary data format and data formats for transmittal of data between
participating groups, preparation of a data quality monitoring algor-
ithm, data flow procedures, preparation for handling large volumes of
data, software upgrades and new programs, and processing of Fall-1975,
Kansas data.

1. Data Reformatting: The data library tape format developed
for the project is a modified form of the format used for the LARS
Exotech 20C data. This approach allows use of current software for
data processing, analysis, and distribution. Modifications made in
order to accommodate the field project include addition of run ID
parameters: name of data collection facility, data quality values, scene
type, illumination source, and certain comments. In addition, standard
spectral ranges and sample intervals for the reflective and emissive
regions of the spectrum for storage of data on central library tapes
were specified.

Data quality values to be stored on data tapes were defined as
the standard deviation of repeated target and reference samples (separ-
ately) at seven specific wavelength bands: 0.55, 0.65, 1.05, .63,
2.20, 4.50 and 10.00 microuweters.

S$-191 helicopter data reformatting software has been developed.
This software combines onto the central library tape: EOD S§-191 digital
data, EOD tape-to-film log information, ASCS inventory data and ASCS
periodic observation data. At this writing, sample data from the §5-191
system have been reviewed at LARS.

VISS data reformatting software have been written. This software
will copy data received from the EOD VISS system into the central li-
brary. This data is written by EOD in the library format on 7-track
tape in BCD form. The copy process at LARS is very stralght forward,
since the EOD system tapes include all ground truth and ancillary
data in addition to the reflective values. A test data tape has been
received and processed for the VISS system.

Exotech 20D data reformatting software have been written. This
data wiil be sent to LARS on tape in ERL format. In addition, ERL will




complete and send to LARS ground truth data sheets associated with

the data. LARS reformatting software will combine the tape data and
ground truth data to generate central library tapes. At this writing,
test data have been received from ERL and the LARS software for handling
the test data has been debugged.

Exotech 20C data reformatting systems for handling data collected
by the LARS spectroradiometer have been upgraded for the field measure-
ments project. Significant upgrades include: new software to display
raw unprocessed data on a graphic terminal for screening and quality
control, special forms to aid speedy and accurate data flow, provisions
for batch mode computer processing, and a band conversior processor.
The band conversion process rewrites the LARS 20C data into the stan-
dard wavelength range and sample interval form as specified by the
central libravy tape format.

2. Analysis Softwdre: Data analysis at LARS will be achieved
through the use of software developed prior to the onset of this
prcject. The analysis software has, however, been upgraded as re-
quired by the project, including: provisions for new run headear in-
formation, new plotting formats, and printing of additiomal statistical
results.

3. Data Processing: At this writing, 178 spectral runs collected
at the Kansas test site in the Fall 1974, and calibration data collected
in Spring-1975, by the LARS 20C system have been reformatted and written
into the central library.

4, Data Library: A data bank or library system to receive,
catalog, and disseminate data from the various acquisition systems has
developed and is ready for operational use by the project.

Data Analysis

Data collected by LARS with the Exotech field spectroradiometer
system was analyzed during CY75. Data from other sensor systems in the
project were not available for analysis by the end of the contract year.
Analysis work has included a preliminary analysis of the data collected
in October and November, 1974 at the Garden Gity, Kamsas Agriculture
Experiment Station and a detailed analysis of data collected on the
Purdue University Agronomy Farm during the summers of 1972 -~ 1974, The
latter has provided experience in the analysis of field-acquired data,
particularly in the use of analysis of variance and multiple regression
which will be useful in analyzing the wheat data. Analysis of variance
has been used to determine the significance of differences in spectral
response amung various treatment combinations, while multiple regression
techniques have been used to determine the contribution of agronomic
factors to the spectral response. Typical factors Included have been:




percent ground cover, leaf area index, plant height, stand demnsity,
maturity, and soil color. Results of these analyses are currently
baeing completed and will be published early in CY76.

Project Status and Outlook

As of June 30, 1975 the field measurements project is well un-
derway. A substantial portion of the field measurements have been
acquired and most systems to handle and process the data are in place.
Analysis of the data should begin in September or Octocber, 1975 and
initial results should be avallable by the end of the calendar year.

Activities by LARS for the CY76 contract will include: continuing
to provide technical leadership to the project, data acquisition at the
North Dakota test site, reformatting and cataloging in the library of
data from all data acquisition systems, analysis of data, and planning
and initiating data acquisition for the 75-76 crop year.

It is recommended that serious consideration be given to con-
tiwing the project over a longer term than one year. The rationale
for continuing the project is twofold: (1) from an agronomic and me-
teorological viewpoint, results and conclusions based on one year's
data are “soft"., Since no two years are ever identical, more confi-
dence can be placed in results obtained over a two to four year period.
(2) A considerable amount of capability and experience was obtained by
all participants during the first year. This experience can be used
to good advantage in improving our collective field measurements ca-
pability. Finally, in looking ahead, investigations with other crops
besides wheat should begin now, prior to the larger scale experiments
such as LACIE.

ITI-7
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IV. Forestry Application Project

INTRODUCTION

Background

LARS involvement in the Forestry Applications Project has been
to support develovment of computer-aided analysis techniques used to
identify-forest ieatures. The major thrust during this first year has
been in developing, evaluating and documenting analysis of aircraft-
collected MSS data. Work with LANDSAT~I (ERTS) MSS data has also been
pursued.

The primary test site has been the Sam Houston National Forest,
an area typically representative of the Southern Coastal Plain Region.
Additionally, some developmental work utilizing LANDSAT data was per-
formed with data collected over the Hoosier National Forest in central
Indiana. This site was salected because of its proximity to LARS, an
item felt to be important to the evaluation of the data analysis re-
sults.

This report summarizes the significant findings to date. Pre-
liminary results are, through necessity, presented for a few tasks.
Completion and presentation of final results for those cases will be
presented as soon as is feasible.

Objectives

Broadly stated in the contract, the objective of this research
was to evaluate and document procedures utilizing computer-aided
analysis of multispectral scanner data for forest resource inventories.

MATERTIALS AND METHODS
LARSYS
To insure that the FAP could transfer LARS-developed technology
in computer-aided analysis to the Southern Region U.S.F.S., any efforts

to develop new computer programs were avoided. Standard LARSYS programs
were utilized throughout this research.

Efforts of this research centered on defining procedures to follow
when performing classification of forested areas. Methods used to achieve
this end will be documented.

Data Availability

Data sets available for analysis consisted of:

1) TLANDSAT-1 data, multiple dates for both the Sam Houston
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National Forest and the Hoosier National Forest in central
Indiana.

2) NC130 aircraft data, Bendix 24 channel scanner, collected
as part of NASA Mission 230.

PROCEDURES

Channel Selection

A study was undertaken to determine which combination of channels
of the Bendix 24 channel scanner data were best suited for separating
the forest cover types in the Sam Houston National Forest test site.
Because of the small resolution of the airborne scanner (approximately

- 8 meters) 1t was felt that larger data points might be better for classifi~

cation purposes. Kan (JSC-08478) has shown that data sets of simulated
larger resolution produced from existing scanner data could be classified
with greater accuracy than data of the original resoclution. Areas rep-
resented by a 15 x 15 array of scanner data points were selected from
each of the appropriate cover types within the forest. From this 15 x
15 array of data points, subsets of sizesg varying from 2 x 2 to 7 x 7
were randomly selected and statistics generated from each of the sub-
fields. The means of all channels were used as a simulated data point
of larger rv<olution. The variation of the means of sub~fields at each
resolution within the 15 x 15 area was calculated. The results of this
investigation were plotted for several channels. The plotted results
indicated that the variability reduces dramatically from single point
(8 meter resclution) to approximately 3 x 3 or about 24 meter resolution.
Az sub-field size increases the variability remains relatively constant
up to a 7 x 7 subfield (56 meters).

The 7 x 7 =sub-field size was used to generate a set of statistics,
one class per field, from eack of the selected cover types for processing
- with the separability processor. Although the constant variation at
4 x 4, and greater sizes indicated that statistics from fields of these
sizes would be acceptable, the 7 x 7 size was used in order to include
9 channels and have enough data points for usable statistics, Several
fields were selected from each cover type and all subclass combinations
were welghed to zero. This causes the channel selections to be made
on separations between the larger groups (types) and separation within
groups 1s not considered in the calculations. Combinations of channels
were found from 9 through the including 4. In addition, the subset
which best approximates LA.IDSAT channels were also shown. This set
was ranked 36th within the 4-channel sets.

S

Only 9 channels of the 12 available were used, Channels 1 (0.38-
0.40 um) and 2 (0.40-0.44 um), which are in the extreme blue region were
deleted since atmospheric scattering and absorption render them unsuitable
for use with extremely high altitude scammers or with spacecraft scanner
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systems, Channel 6 (0.65-0.69 um), which is the visible red channel, was
deleted because of severe data quality problems caused by clipping of

data values below a certain level. These data points were set to (,

thereby, causing extremely large values in the data variance of that chanmel.
Unfortunately, one of the middle infrared channels (1.50~1.70 pm) was not
available. For these reasons the channels selected may not constitute op-
timum channel sets which would be selected if the additional infrar¢d and
visible red channels were available. The resulting sets of statistits were
used to classify several data sets Including some beyond the training

site.

Preliminary Results of Mixture Analysis

Since statistics were avallable for several sizes of sub-fields
within a local area of 15 x 15 aireraft scanner data points, the sample
classify processor of LARSYS was used to simulate the mixed target con-
dition which exists in larger resolution sizes. The process was as
follows: the small resolution sizes of 4 x 4, 5 x5, 6 x 6, and 7 x 7
within the 15 x 15 overall data area were classified using the sample
classifier. This area was then shifted from one type to another by
increments of two lines or two columms. In each new position all sub-
fields were again classified using the sample classifier and a map of
the classification of all subfields was made. The areas studied were
the transition zone of pine to hardwood type through a mixed pine-
hardwood class and the change from pine to cleared area. The results
of this preliminary study can give some insight to the behavior of these
various forest types if they were being classified with scanner data of
various resulution sizes. The effect of resolution size on definition
of boundaries between cover types is evident in this example. A larger
data set will be used in future work to examine the changes in areal
estimations caused by varying resolution sizes.

Classification Technique Development: Modified Cluster

Production of training statistics is the single, most important
phase in computer—-aided analysis of MSS data. But the commonly used
supervised and non-supervised techniques are not adequate for satellite
MSS data with diverse spectral classes, especially if the ground scene
is complex. LARS, therefore, devised a hybrid approach, modified cluster,
which combines advantages of both supervised and non-supervised training
approaches. Whereas supervised approach procedes trom informational
classes to spectral classes and the non-supervised approach procedes
in reverse order, modified cluster interacts between spectral and infor-
mational classes.

The modified cluster technique consists of four main steps. First,
one defines training areas (each of which includes three to five cover
types) which are dispersed over the study site, Second, each training
area is clustered separately, the cluster map 'is compared with support
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data, and:the area is reclustered if necessary. Third, the analvst,
using SEPARABILITY information combines the spectral classes of all
areas into a single statistics deck. Fourth, all training areas are
claggified, the statistics deck is modified If necessary, and the en-
tire study site is classified., This approach has been tested on
LANDSAT data sets for all FsP test sites.

This new analysis technique is superior to the modified super-
vised and non-supervised classification approaches. When the training
areas are clustered separately, boundariles between cover types are
more clearly defined (therefore, more refined, meaningful spectral~
informational classes) and less computer time is necessary to cluster
the training fields. Higher classification accuracies are achieved in
‘the modified eluster than with supe¥vised and nomsupervised classifi-
cations of the same data set.

. Modified cluster is recommended for classification of satellite
MSS data, particularly for a complex ground scene such as a forested
area. By combining the advantages of supervised and non-supervised
classification, this approach permits the analyst to compromise between
degired informational classes and the reality of spectral class separa-
bilities.

Statistical Evaluation of Classificatiodns

In previous quantitative evaluations of classification results,
analysts haven't taken full advantage of statistical theory. Numerical
test-field results have been biased, particularly by the arbitrary lo-
cation of irregularly-sized test fields. LARS developed and tested
a more statistically sound procedure for classification evaluation.

Four statistical approaches to classification evaluation were
tested. These differed primarily by how the tect fields were located.
Fields were either randomly or systematically located to prevent bias
by the analyst. To enable analysis of variance and confidence interval
calculations, equisized test fields were used. The l6-pixel test
fields had 4 inner tally pixels and a l-pixel buffer which decreased
the misclassification error due to edge or boundary pixels.

The analyses of variance indi -ated that all four methods were
statistically similar. Thus, all four approaches similarly estimated
classification accuracy.

The systematic approach is recommended for future classification
evaluations because it is easier to implement. Using this method, the
analyst can easily correlate support data with the test-field locations,
and he can.menipulate the test fields and their X~Y coordinates more
easily than with the random approach. The 16-pixel test fields are
perhaps too large for complex ground scenes and for broad resolution
scanners. Single-pixel fields should be considered in future evaluations




Iv-5

of classification results, especially if detailed cover types are to
be tested.

Image Interpretation Techniques Assessment

Principal components transformation of MSS data enables combina-
tion of spectral information from many wavelength bands (channels)
into a fewer number of channels. In a sense, this is data reducticn.
This technique is uséful for image enhancement, but the transformed
data can also be analyzed by LARSYS classifications in addition to
photo~interpretation. There may be a cost savings in computer classi-
ficetion of transformed data since fewer channels are necessary to
classify the data.

The transformation of three LANDSAT-1 data sets (May 4, 1973,
August 19, 1973, and Fehruary 15, 1974) has been completed. Using the
digital display unit, false color composites were made of the first three
components.

A major portion of the spectral-temporal information of the three

dates is contained in the first several principal components. Nearly 80 percent

of the data variance in the 12-dimensional multi-date LANDSAT data set
is contained in the first three components which were combined to
produce the color composites.

Color composites of the first three components reveal definite

image enhancement of the test-site scene in Hoosier National Forest of
central Indiana. In effect, the information of three dates has been
combined into a single image. Computer printouts of the first component
suggests that they will aid the analyst in test and training field selec~
tion since more than one spectral band is represented in a single print-
out' (50.27% of the data variance is included in the first principal
componeitt for the Hoosier test site). Classificatiocn of the transformed
data will be accomplished during the second year of this effort, and
should reveal how feasible the principal components transformation is

‘in terms of computer—analyst cost and classification accuracy.

RESULTS
Significant results obtained during the past year include:

1. Forty meter oxr greater resolution appears better suilted to
forestry type analysis than 8 meter resolution.

2. No significant increase in classification accuracy was achieved
by using more than four data channels of aireraft MSS data.

3. Extension of aircraft MSS training data to other test sites
did not prove feasible because of problems in the aircraft
data collection syscem.
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4. The capability exists to classify mixed forest stand condi-
tions using aircraft MSS data. However, the prohlem of de-
fining the components of the mixture class has not been solved.

5. Forest stand density appears to have a greater effect on spec-
tral response than forest condition class or species composi-
tion when only simllar species are present in southern pine.

5. In the Sam Houston test site high visual correlation to ground
truth data was obtained with a single date LANDSAT-1 classifica-
tion. Classes separated included: two separate pine density
classes; hardwood class; mixed pine/hardwood; cutover class;

a clear class (noc major forest land use) and several classes
of watear.

7. Spectral channels (from the data channels available for this
study) which appear most adaptable to forestry classifications
include: one visible and three near-infrared channels.

8. The modified cluster technique is superior to either the super-
vised or nin-supervised analysis technique.

- 9. A systematic approach to selecting fields for evaluation of
classification accuracy is recommended.

10. Principal component analysis of temporally overlayed LANDSAT
data suggests that this technique will be beneficial in select-
ing test and training fields.

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

Although many of the results may appear to be of a preliminary na-
ture, they are sufficiently detailed to allow the following conclusions.

. Low altitude, high—resolufion aircraft MSS data is not suitable
for forestry type classifications over extended areas.

- Deveiopment of new procedures to utilize existing dats analysis
" programs appear beneficial from a time and monetary standpoint.

. Species identification within general groups and further classifi-
cation within species to condition classes is extremely difficult
with available data and the current test site.

. Statistical evaluation of classification results will be an
important facet of the analysis package.




Recommendations

Further research on these probiems will continue to build on the
foundation developed during CY¥75. In order to. attempt to answer some
of the prob ems encountered, the following recommendations are sugges-
ted: ‘

Data should be collected over pure stands and plantations of
southern pine. Furthermore, intensive ground-based informa-
tion should be collected for these stands to allow corollaries
to be developed between stand parameters and spectral response.

Areas having a broader range of hardwood species should be se-
lected. If the hardwood category is important, additional areas
mus: be defined to evaluate the capability of existing techniques
to differentiate between these stands,

Access is needed to a data set containing a full range of spec-

tral channels with sufficient data quality and improved resolu-
tion to be studied for spectral band and resolution selection.

Technical Reports

1. Hoffer, R. M., Berkebile, J., Goodrick, F., and Mroczynski, R.
Computer Analysis of Multispectral Scamner Data for Forest Cover Mapping
(Material presented at the FAP Semi-Annual Review Feb. 27, 28, 1975)
LARS Information Note in Preparatiom.

2. Fleming, M. D., Berkebile, J. S., and Hoffer, R. M.
Computer Aided Analysis of LANDSAT -1 MSS Data: A Comparison of Three
Approaches, Including a "Modified Clustering" Approach
(Presented at the LARS Symposium June 2-5, 1975) LARS Information
Note in preparation.
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V. Anelysis of Land Use Patterns
INTRODUCTION

Inventorying and monitoring land resources is fundamental to the
interests of national, state, and local government. In response to
federal legislation designed to give Impetus to programs in land re-
source management at the state level, NASA/JSC conceived the Regional
Applications Project (RAP). The primary RAP objective is:

"To define, design and develop, and demonstrate a Regional
Land Resources Inventory System(s), which utilizes in part
information extracted from remotely sensed data for the
Inventory and monitoring of regional land resources in sup-
port of resource development and use management." *

In concert with other efforts o reach that objective, a Support-
ing Research and Technology (SR&T) program with the Laboratory for
Applications of Remote Sensing (LARS) was initiated as part of RAP,

Two technical objectives were proposed in the LARS/SR&T effort te ini-
tiate a remote sensing inventorying and monitoring capability in Texas.
These were:

1) Determining the feasibility of replicating the Bureau of
Economic Geology (BEG} envirommental planning units using
computer—-aided classification of ERTS data, and

2) Development of a change detection procedure.

The first objective was addressed during CY75. The CY76 SR&T
effort will be mainly concerned with the second objective. To achleve
the first objective, LARS implemented the on-line LARSYS software sys-—
tem (2) and other available operational programs on the IBM 360/67
computer to analyze the ERTS data supplied by NASA/JSC. Data processing
procedures derived from this activity will be documented and transferred,
after NASA/JSC verification, to investigators in the State of Texas.

With the present State of Texas emphasis on the development of a
ceastal zone menagement program, an obvious and immediate requirement
arises for coastal zone remote sensing applications. For this reason,
and for technical reasons associated with the natural diversity of
coastal enviromments and sociloeconomic dynamics, the Texas Coastal Zone
was the first problem area to be addressed in the RAP.

The test site selected by the RAF Project scientistencompasses the
Matagorda Bay, Texas estuarine system. The site includes most of the
categories in the BEG Environmental Geologic Atlas (3) classification,




has sufficieﬁt ground truth in terms of aerial photographs, map cov-
erage, and ground surveys to evaluate classification performance, and
is one focus of interest for several agencies within the State of Texas.

Thirty-four natural enviromments in the Texas Coastal Zone are
defined in several sources of Texas informaticn. (4,5,6,7). In
general, the thirty-four enviromments defined as planning units are
useful for inventorying and monitoring purposes. It was assumed that
rédognition of these enviromments will be critical to state planning
activities in the coastal zone, and further that automatic spectral
discrimination of environments utilizing ERTS-1 type data may greatly
aid inventorying procedures. Previous studies, (8) having demonstrated
the broad wvariety of identifiable coastal zone :.virommental vaits in
ERTS data, serve as the basis for assuming thua at least the subaerial
environments are spectrally discrete.

Description of Study Area*

Nine study areas in the Matagorda Bay were selected for investi-
gation. These areas are encompassed by the following 7 1/2 minute
USGS quadrangles: Pass Cavallo SW, Port O'Conmor, Austwell, Seadrift
NE, Seadrift, Tivoli SE, Port Lavaca E, Point Comfort. and Lolita.
All nine study areas are characterized by diversifty in geography,
resources, climate, natural waterways and estuaries simiiar to the en-
tire coastal zone of Texas. They are all subjected to a diversity of
natural hazards: shoreline erosion, land-surface subsidence, flood-
ing from streams and hurricane, tidal surses and active surface fault-
ing. Lawd use within the site ateas is diviued primcipally among agri-
culture, rangeland, Industry, urban, recreation, and broad marsh—covered
tracts with abundant wildiife. The native vegetative stands represent
a collection of vegetation of similar species dominated by a single
characteristic species or a small number of co-dominant species. The
lower part of the coastal areas and river valleys are covered with
marshes and swamps (marsh-swamp system). When aquatics are kept wet
by salt water, the marshes are salt-water marshes. Salt marshes in-
clude both low marsh and high marsh. The low szalt water marsh is charac~-
terized by pure stands of cordgrass that grows in water a few inches
deep. The high salt water marsh is inundated almost dailly by normal
tides and is characterized by numerous salt-tolerant succulent plants.,
Salinity of the water in which both the high and low salt-water marshes
are situated varies from less than to greater than the normal marine
salinity (35 % ¢d. Climatological conditions are key factors in con-
trolling salinity fluctuations normally experienced by high salt-water
marsh. Along the coastal lowlands are closed brackish-water marshes.

#Much of the materlal of this seetisn Is derived from reference 3. It
is considered important enough to the understanding of the results re-—
ported to merit inclusion here.
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Under normal climatic conditions, salinity of the ground water and
overlying shallow water is intermediate between that of fresh water
and sea water. During dry periods, salt-tolerant plant species as—
sociated with brackish and fresh to brackish marshes become the
dominant elements of the closed brackish marsh. Fresh to brackish-—

§ water marshes are developed extensively along coastal lowlands at

‘ higher elevations than the closed brackish-water marshes. The fresh
water is contributed by overbanking of the rivers during flood stage
and by runoff from the adjacent uplands. Salt water is supplied mainly
by storm surges. During prolonged dry periods, botn surface and
ground water have salinity in excess of 35%oo, whereas during periods
of excessive rainfall, surface water may be virtually fresh. Salinity
-of substrata water is the factor that has the greatest influence on
the kind of vegetation which will develop ic an area. Toward bays or
areas of either salt-water or closed brackish-water marshes, salt-
tolerant plants are increasingly dominant; toward the mainland and
away from salt water influence, fresh water plants become dominant.
Geographically, marsh wetlands are located on the lower portion of

the Guadalups and Lavaca Rivers, the bayside of Matagorda Islands
(barrier islands), and topographically low sites found inland. 8Sa-
linity and topography strongly influence the typical vegetal succession.
Normally, high elevations are drier and less saline than lower eleva-
tions. In the deltaic environments of the Guadalupe and Lavaca Rivers
vegetal groups include subaqueous and emergent hydrophytes, such as
Roseau cane (Phragmites communis), alligator weed (Alternanthera
piiloxeroides), etc. When salinities are higher Juncus spp. and
Spartine spp. are common. Topographically low, frequently-inundated
areas may or may not be occupied by vegetation. Vegetation is aquatic
such as Salicornia spp. and a green algal mat Incorporated within a
two cm thick sand layer. From the green algal mat which with its
filaments holds sand grains partially protected from wave action come
the transitional zones with Salicornia spp. and Distichlis spicata to
dry parts of the marsh with Spartina patens and Spartine spartinae.

In addition, varilous shrubs and weeds, such as rattlebox, bluestem grass,
mesquite, and some oaks may be found.

Each change in vegetal type indicates a change in edaphic condi-
tions and also normally corresponds with changes In spectral responses.
Within the wetland of the study area is the zone of the dunes behind the
beach. When dunes are not covered by vegetation, they are unstabilized.
Dunes become stabilized by plants such as beach morning glory and sea
oats.

Physical use of wetlands in their natural states is limited by very
low relief, very poor drainage, a susceptibility to flooding, and a
permanently high water table. These lands are subject to inundation
during very high tides or storms; accordingly, they range from fresh to
intermittently brackish. The soils and substrates underlyng these
wetlands are highly organic. Although permeabilities are wvery low, they
have little suitability for most direct physical use. For most of these
uses reclamation or f£illing is necessary, but this activity destroys the

marshland permanently,
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The coastal uplands consist chiefly of clay and mud soils, ma-
terial deposited from overbanking streams and sediments during the
?leistocene history of the area. Materials classes in this group
have low permeability. Relief of the land in this group is low with
slopes chiefly less than 1.4 percent. The soils are poorly drained and have
very slow runoff and internal drainage due to a fine-grained texture and the
high content of plastic, montmorillonitic clay. Areas situated almost

entirely on the Pleistocene coastal uplands between the coastal wet-
lands and the inland woodland is used for production of rice or grain
sorghum. Most of the cultivated lands were originally prailrie grass-
lands. An extensive network of drainage canals, irrigation canals,
and water reservoirs is utilized in agricultural production and crop z
cultivation. '

Sands form a major part of the modern coastal strandplains and :
cheniers, including the beach, beach ridges, cheniers, and strand- :
plain flats. Materials classes in this physical group have high to :
very high permeabilities. Sands have high to very high permeabilities,
low water~holding capacity, and rapid internal drainage.

Fresh water marshes and swamplands are areas not subjected to
salt water flooding excep: during very high hurricane-surge floods,
Swamps differ from marshes in that they support tree rather than grass
vegetation. Land classes in this group (fresh water marshes and swamps)
have a permanently high water table that essentially intersects the
ground surface, have depressed relief, and are subjected to fresh water
flooding. Permeability is generally very low and internal drainage
slow; water holding capacity is high.

Salt marshes are similar to fresh water marshes, except that salt
marshlands are regularly inundated by salt water and are thus subjected
to a greater impact by wave activity. Utilization of salt marshes re-
quires land reclamation and £illing, a practice that permanently destroys
the marshlands.

Each of the environmental units defined and mapped by the Texas
Bureau of Economic Geology (BEG) in the Environmental Geologic Atlas
of the Texas Coastal Zone is an agglomeration of environmental subunits
which correspond, in some degree, with a resource capability required
to sustain a human activity. These units are listed in Table 1.

The hydrological, geological, chemical and biological properties
which form the basis for the BEG definitions can be found in reference
3. Environmental deseriptors of the eight primary divisions are essen-
tially geomorphological. Lower level descriptors integrate static and
dynamic geological, ecological, and hydrological characteristics which,
in turn,may be related to human use. Although previous studies have
shown that several elements of the taxonomy display a spectrally unique
radiance, the taxonomic categories represented by Table 1 has not been
tested. -
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Table 1. Coastal Ervirommental Units

Inner Continental Shelf

Coastal Barriers

Beach and Shoreface

Fore~Island Dunes and Vegetated Barrier Flats
Active Dunes

Washover Areas

Swales

Tidal Flats

Bays, Lagoons, and Estuaries

Tidal Inlet and Tidal Delta
Tidally Influenced Open Bay
Enclesed Bay

Mobile Bay-Margin Sands

Reef and Reef Related Areas--Living
Reef and Reef Related Areas—-Dead
Grassflats

River Estuary

Spoil Areas

Wind-Tidal Flats

Coastal Wetlands

Salt Marsh

Freshwater Marsh
Brackish Marsh
Brackish Marsh (closed)
Swamp

Made L.and and Spoil

Ceastal Plains

Highly Permeable Recharge Sands
Imnermeable Muds

Moderately Permeable Recharge Sands
Broad Shallow Depressions

Steep Lands

Stabilized, Vegetated Dunes and Sand Flats
Unstabilized, Unvegetated Dunes
Freshwater Lokes, Ponds, Sloughs, Playas
Mainland Beaches

Areas of Active Faulting and Subsidence
Highly Forested Upland Areas

Major Floodplain Systems

Adr

Point Bar Sands
Overband Muds and Silts
Water

V-5
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Approach

In order to meet the stated objectives of this project, LANDSAT-

1 data was used as the source of all computer analysis input requirements.

The following data was furnished LARS by NASA/JSC:

Scene ID Date of Collection
1127-16260 November 27, 1972
1146-16134 December 16, 1972
1289-16261 May 8, 1973 o
1505-16230 December 10, 1973

As recedived initially, most of the data was unusable due to
noise and other related problems. After considerable effort usable
data for scenes 1127-16260, 1289-16261 and 1505-16230 were obtained.
These data were studied as individual data sets and as a three date
temporally overlayed data set. Both supervised and non-supervised
classification techniques were employed.

Several other types of data were required to support the ana~
lysis of the LANDSAT data. Color and color infrared photography,
collected during 1970 and 1971 by the WB~537F and NC-130 aircraft, and
the Geologic Atlases compiled by the Texas Bureau of Economic Geology
were used for locating training and test fields, locating boundaries
and evaluating the performance of classifications.

PROCEDURES

Preprocessing

The LANDSAT data was reformatted into a form compatible with the
LARSYS system. After this bulk-to-LARSYS reformatting was completed,
data from tne three usable frames covering the Matagorda Bzy area were
spatially registered to produce a three-date multitemporal data set.
Multitemporal data sets were prepared for seven of the nine quadrangle
areas. The Austwell and Tivoli SE guadrangles were only covered by
the May 8, 1973 data set and thus were not be observed temporally.

In order to be able to more easily compare the computer-aided classifi-
cations to the BEG maps, the overlayed data were corrected to:

1) Eliminate skew due to the earth's rotation,
2) rotate the data to a N-S orientation and

3) rescale the data to be geometrically correct for digital
display and line printer output (1:24,000).




R R

s £

AR e

Classification

Several approaches for analysis of LANDSAT data can be utilized
depending upon the reference data available and the information desired.

The RAP classification effort was divided into three phases.
Prior to the receipt of appropriate reference data, non-supervised
gingle-date classifications were accomplished for the nine quadrangle
areas. Later, as maps and ground truth information were received at
LARS, the same areas were classified using a supervised technique to
produce single-date classifications. Finally, three-date temporal
classifications of seven of the nine quadrangles were completed. The
procedures utilized in these classification tasks are discussed below.

Non-Supervised Technigue

In order to obtain an overview of the area contained within the
various quadrangles, false color images of each quadrangle from each
of the dates were produced and observed. Some detailed information about
the surface features of the coastal zone could also be obtained from
these images.

After studying the false cclor images, the data for each quadrangle
was displayed on the digital display unit and an area, approximately
100 lines by 100 columns, was selected for clustering. This area repre-
sented about one-fourth of the area of each quadrangle. The *CLUSTER
algorithm was then used to divide the data of the selected training area
into cluster groups of data points of similar spectral characteristics.
The maximum number of classes was set at 15 and the processor was re~
quested to punch field description cards. The minimum number of points
required to describe a field was set at three. Once the training fields
were selected, the field description cards were input as data into the
*STATISTICS processor. The output from this processor was then input to
the *CLASSIFYPOINTS processor and the selected quadrangle classified,
The *PRINTRESULTS algorithm was then used to obtain a non-supervised
classification printout. Each of the nine quadrangle areas was classified
using the non-supervised method for each of the dates for which data hed
been collected.

Prior to the rezeipt of refsrence data, the resulting non-svpervised
clagsifications were difficult to interpret because the cluster classes
could not be related to f£fiald classes. In an attempt to identify the
cluster classes, a heuristic ratio techanique wus ueilized. A ratio

v

A

was computed, where V is the relative intensity of the visible wavelenths




{(0.5 to 0.6um) + (0.6 to 0.7um)] and IR is the relative intemsity of
the reflective infrared wavelengths [(0.7 to 0.8um) + (0.8 to 1.lum)].

By summing the relative intensity values of all four bands the
magnitude of relative sEgctral responses can be obtained as shown in
the following equation:

Summed response = (0.50 to 0.60um) + (0.60 to 0.70um) +
(0.70 to 0.80um) + (0.80 to 1.10um).

By observing the ratio A and the summed response, the analyst delineated
major vegetation and land use categories within the coastal zone area.

As reference data became available, a first estimation of classifi-
cation performance was obtained by visually comparing the classification
results with known areas on photographs, or existing topographic, land
use, geologic or other maps. Amalysis of these results indicated that
the non-supervised procedure did indeed approximate the field situation;
however, it was hypothesized that a supervised classification approach,
utilizing proper ground reference data, would produce a more accurate
and usable classification.

Supervised Technique

Since the data had been preprocessed so that line printer output
from the non-supervised classification printouts would be at a scale of
1:24,000, these classifications could be overlayed onto existing topo-
graphic maps and the Environmental Geologic Atlas maps whichwere con-
verted to a scale of 1:24,000.

Using this overlay method, the cluster classes could be related
to field classes. Different cluster classes which represent like field
classes could be combined and vice versa. Thus, a spectral representa-
tion could be assigned to many of the existing field classes. Then
training fields for the supervised approach could be defined by line
and column coordinates. The coordinates from each of these fields were
punched on cards and this data input into the *STATISTICS processor.
These statistics were then Input into the *CLASSIFYPOINTS algorithm
and a supervised classification was generated for each quadrangle for
each of the dates. A *PRINTRESULTS printout was obtained for each
classification during which a threshold value of 0.5 was applied. Those
data that were thresholded were then separately specified by line and
column coordinates and input into the *STATISTICS processor as additional
training fields. A reclassification was then accomplished using the
additional statistics generated from the thresholded areas. This pro-
cedure appeared to increase the classification accuracy over the initial
classification. However, a quantitative evaluation of the classification
accuracy has yet to be performed.
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Multitemporal Technique

After the single-date classifications had been completed, the gquad-
rangles were classified using the three-date temporally overlayed data
and a supervised approach. This data set did not include the Austwell
or Tivoli SE quadrangles as previously discussed.

Since this data was an overlay of three dates, twelve channels
of LANDSAT data were available for classification. The same training
fields (field description cards) were input into the *STATISTICS pro-
cessor as were utilized in the May single~date supervised classifica-
tions. The output statistics were then utilized in the *SEPARABILITY
processor to determine the optimum set of four channels to use in
classification of each of the quadrangles. Table 2 shows the channels
selected for each quadrangle. The statistics were then input into
the *CLASSIFYPOINTS processor and each quadrangle classified. Output
at a scale of 1:24,000 was obtained using *PRINTRESULTS.

RESTULTS

Table 3 lists the various classification tasks performed by quad-
rangle during the CY75 effort of the RAP. Both Level T and II type
maps were generated for each classification task. These levels closel
approximated the Level I and II categories listed in USGS Circular 671 z,
Table 4 indicates the classes ia USGS Circular 671 which were classified
within the Texas coastal zone study area. Table 5 lists these classifi-
cation categories in a more descriptive format and by quadrangle.

Computer printouts (scale 1:24,000) for each of the non-supervised,
supervised, and multitemporal classification tasks listed in Table 3
are being supplied to NASA/JSC for evaluation.

Discussion

A preliminary evalvation of the three classification techniques
was conducted by comparing the computer printouts with the 1970 and
1971 aerial photography supplied by NASA/JSC. Only general comparisons
could be made because of the large time gap which existed between the
dates of collection of the aerial photography and the LANDSAT data.
Indications are that the supervised classification of the temporal
data sets yielded the best results with the single date supervised
classifizatilons being second. The single date non-supervised classifi-
cation ylelcded the least accurate results. The May data set in the single
date classifications appeared to give better results than either the
November or Decewnber c¢uara sets. A more meaningful discussion of the
results can be <ompleted upon final evaluation of the classifications
by NASA/JSC.

Fowever, this study has shown that computer-aided classification
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Table 2. Channel Selection for Temporally Overlayed Pata

Date of Data Collection

Quadrangle November 27, 1972 |Hay §, 1973 |December 10, 1973
MSS Bands MSS Bands MSS Bands
& 5 6 7 4 5 6 7 4 5 6 7
Pass Cavallo SW X X X X
Port O'Commor X X X X
Austwell
Seadrift NE X X X X
Seadrift X X X X
Tivoli SE
Port Lavaca E ¥ X X X
Point Comfort X X X X
Lolita X X X X
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Table 3.

Classification Tasks Accomplished by Quadrangle

V=11

: Date of Non~-Supervised Supervised Supervised
Quadrangle Data Classification | Classification Multitemporal
Classification
Pass November X X
Cavallo SW | May X X X
December X b4
Port November X X
0'Connor May X X X
December X X
Austwell November
May X X
December
Sea- November X X
drift NE May X X X
December X X
November
Tivoli SE |May X X
December
Port November X X
Lavaca E May X X X
December X X
November X X
e : : :
December X X
November X X
Seadrift May X X e
December X X
November X X
Lolita May X X x
December X X
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of LANDSAT data can be used to characterize the coastal zone environment.
A large number of Level I and II classes are identifiable and computer-
aided analysis can rapidly inventory and represent the land cover and -
land use of this area.

It should be nuted that the BEG environmental units were not pre-
cisely replicated. This may be due to the subresolution element size
of some features and the subaqueous mature of others. However, the com-
puter classifications generated appear to contain iunformation useful to
the State agencies concerned with the management of the Texas coastal
zone. The success of this effort cannot be fully determined until the
results are evaluated by NASA/JSC and cooperating State agencies.




Table 5. Categories Identified on Computer Classification Map
Q u A b R A N G L E 5
Categories Pass Port Aust- | Seadrift | Seadrift | Tivoli | Port Point |{Lolita
: Cagallo 0! Connor | well NE SE Lavaca | Comfort

Agricultural cultivated land X X X X X

Range-pasturé, uncultivated or permanently X ¥ X X

removed from crop use

Vegetated flats, higher coastal marsh, .

cleayed land on fluvial sands X X X X X X X X

Noodland-timber, water tolerant on flood- '

plains, chiefly'on Pleistocene fluvial sands X X 7 X X X X X X

TieES mixed with shrubs - low density trees X X X X X X X X X

_Swamp‘Timber, wet floodplains and abandoned X X X X

ci.annels of modern fluvial systems

Saline marsh populated with Spartina

alterniflora, Salicornia perenis, Borrichia X X X X X X

frutescens and Suaeda spp.

Brackish-water marsh vegetated with Spartina

patens, Spartina cynosuroides, Dictichlis X X X

spicata and Juncus spp.

Fresh-water marsh vegetated with Juncus spp. ' X X

Scirpus spp., and Spartina pectinata

Residential-urban, commercial and residential X - X X X

IndUStriQI areas, refineries - themical .

plants X X

Wildlife refuge, restricted areas , X
<
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Table 5. (Continued)Categories Identified on Computer Classificatis. Map -

Q U A D R A N G L. B S
Categarics Pass Port |Aust- | Seadrift |Seadrift | Tivoli [ Port | Point |Lolita
. Cagﬁllo 0'Connor |well NE SE Lavaca | Comfort
E
Government land, airbases X
Recreational land, sand beach between )
~ mean low tide and mean high tide X X X X X
Made land, filled, mud, sand and shell, ;
locally séme vege{:atiox’t, reclaimed land X X X X X X
Grasses in forest uplands with scattered
trees X X
Grass and locally covered ridges, sand and .
shell elongate topographic ridges X X X
Unvegetated coastal mud flats frequently
flooged ' ' X X X X X
Vegetated strandplain fiat, beach ridge .
and vegetated £lat- - X X X
Maoist to di‘y circular pohds X X X ¥
Shrub or tree Jominant environments -
'b'ackground of grasses occupy dry land. X X
Shrubs or trees are mesquite, hackberry
huisache, chaparral, cactus, and Bochurus
Sewage disposal X
Qil fields’ . T o
Pasture with basic grasses - Bermuda
grass, Bahia grass, Johnson grass X X X X X X X X X
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Table 4. TUSGS Circular 671 Land Use Classes Identified in the
Texas Coastal Zone

Level T ' ' A Level II
01. Urban and Built-up :
Land - X 0l. Residential - X

02. Commercial and Services

03. Industrial - X

04. Extractive

05. Transportaion, Communications,
and Utilities

06. Institutional

07. Strip and Clustered Settlement

08. Mixed -~ X

09. Open and Other

02. Agricultural Land - X

0l. Cropland and Pasture - X

02. Orchards, Groves, Bush Fruits,
. Vineyards, and Horticultural

Areas
03. TFeeding Operations
04, Othar

03. Rangeland - X
o 0l1. Grass - X
02. Savannas
03. Chaparral - X
04. Desert Shrub
04. Forest Land -~ X
' 0l. Deciduous
02. Evergreen (Conlferous and Other)
03. Mixed -~ X
05. Water - X
‘ 01. Streams and Waterways — X
02. Lakes - X
03. Reservoirs - X
04. Bays and Estuaries - X
05. Other - X
(6. Non-Forested Wetland ~ X
' 0l. Vegetated - X
02, Bare - X

0l. Salt Flats - X

02. Beaches - X ‘
03. Sand other than Beaches - X
04, Bare Exposed Rock - X

03. Other - X

07. Barren Land - X

‘08. Tundra
0l. Tundra

09. Perganent Snow and- Icefields 0l. Permanent Snow and Icefilelds

% - indicates levels classified




| ! l'-?‘..‘ml.\‘—ﬁ:m R w...-n.-m-.:lus'rm T T d Ll npenttnt

10.

11.

vV-16

REFERENCES

NASA, Lyndon B. Johnson Space Center. 1973,

Regional Land Resources Inventory and Monitoring Applications System
Verification Test Project

Preliminary Project Plan, Houston, Taxas.

Laboratory for Applications of Remote Sensing. 1973.
LARSYS User's Manual, 3 Volumes, Purdue University, West Lafayette,
Indiana.

Bureau of Economic Geology, (in press).
Envirommental Geologic Atlas of the Texas Coastal Zone
University of Texas, Austin, Texas.

The Interagency Council on Natural Resources and the Enviromment. 1972.
The Management of Bay And Estuarine Systems, Phase I

Division of Planning Coordination Office of the Governor, Austin,

Texas.

The Interagency Council on Natural Resources and the Environment. 1973.
The Management of Bay Estuarine Systems, Phase II.
Division of Planning Coordination Office of the Governor, Austin, Texas.

Division of Planning Co.rdination. 1973.
Texas Coastal Zone Resources Program
Qffice of the Governor, Austin, Texas.

Flawn, P. T. et. al. 1970.
Fnvironmental Geology and the Coast Rationale for Land-Use Planning
Journal of Geology, Educ. Vol. XVIII.

The ERTS-1 Investigation (ER-600, NASA, Lyndon B. Johnson Space
Center. 1973.

v5lume II - ERTS-1 Coastal/Estuarine Analysis (Report for Period
July 1972-June 1973}).

NASA Technical Memorandum, Houston, Texas.

Anuta, P. E. 1973.

Geometric Correction of ERTS-1 Digital Multispectral Scanner Data
LARS Information Note 103073. Purdue University, West Lafayette,
Indiana.

Hoffer, R. M. 1971.
The Importance of Ground Truth Data in Remote Sensing
LARS Information Note 120371, Purdue University, West Lafayette, Indiana

Kristof, S. J. and Baumgardner, M. F. 1975.
Changes of Multispectral Soils Patterns with Incresing Crop Canopy
Agronomy Journal, Volume 67, pp 317-321.




12,

13,

14,

15.

16.

! - I 1 Lo e el

v-17

REFERENCES (Cont.)}

Anderson, J. R., Hardy, E. E., and Roach, J. T. 1972,

© A Land Use Classification System for Use With Remote~Sensor Data

Geological Survey Circular 671.

Colwell, J. E. 1974.
Vegetation Canopy Reflectance
Remote Sensing of Environment, Volume 3, Number 3.

Gates, D. M. 1965.
Radiant Energy, Its Receipt and Disposal
Meteorological Monographs, Volume 6, Number 28, pages 1-26.

Heath, G. R. and Parker, H. D. 1873.

Lockheed Electronics Company, Inc. Houston Aerospace System Division
Forest and Range Mapping in the Houston Area with ERTS-1 Data

Symposium of Significant Results Obtained from the Earth Resources
Technology Satellite-l, Goddard Space Flight Center, Greenbeltm Maryland.

Knipling, E. B. 1970.

Physical and Physiological Basis for the Reflectance of Visible and
Near~Infrared Radiation from regetation.

Remote Sensing Environment, Volume 1, Number 3, pp 155-139.




VI. Remote Terminal Project and Technology Transfer

INTRODUCTION

The remote terminal project and Technology Transfer activities
include the evaluation of the remote terminal concept and further
development of Technology Transfer concepts and materials. Purdue's
participation in the remote terminal project is documented in the
report entitled, "Remote Terminal Project Final Report: Purdue
University", by T. L. Phillips, H, L. Grams, J. C. Lindenlaub, S. K.
Schwingendorf, P. H. Swain, and W. R. Simmons. The Technology Trans-
fer portion of these activities are reported im several Information
Notes listed at the end of this section.

A draft of the remote terminal final report (Reference 1) has bheen
sent to WASA for their approval. This report will be published when
approval is given. A brief review of Purdue's participation in the
remote terminal project and a summary of the significant accomplish-
ments resulting from this participation are included in this report.

The Technology Transfer portion of this report summarizes the
activities of the Technology Transfer Program Arza supported by the
SR&T contract during the 1975 fiscal year. Included in this portiom
of the report is a description of the Technology Transfer concept
which has evolved over the past several years. The framework described
provides the logical context in which to discuss specific accomplish-
ments during this reporting period. These accomplishments include
the generation of new titles in the FOCUS Series, experimentation with
video tape as a media for remote sensing education, .substantial revision
of the LARSYS educational package, and the generation of the LANDSAT
case study addendum to the LARSYS educational package.

Remote Texminal Project

About 10 years ago, the Laboratory for Applications of Remote
Sensing at Purdue University began to pursue research to develop
data processing techniques for remote sensing applications. The results
of this research led to the development of an earth resources data pro-
cessing system which is being used by both LARS personnel and remote
terminal users to evaluate the value of the system for training, techno-
logy transfer*, and data processing. The major objective of this task
during the 1975 fiscal year was the completion of the evaluation of
the existing system, and to design and test a more cost effective
terminal for future systems.

*The term 'training' is used in this section of the report to refer

to the conventional activity of transmitting knowledge to an indivi-
dual, while the term 'technology transfer' is used to refer to the
transfer of technological capability from one group to another. It
includes, besides training of individuals in individual skills, the im-
parting of the interrelationship of those skills to one another, and to
the hardware, software and user needs involved.
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A number of significant accomplishments have resulted from Purdue's
participation in this project. The facility has been used at seven separate
sites in the Eastern, Midwestern and Southwestern U.S. and demonstrated
to be a cost effective system for training personnel and technology
transfer as well as a valid prototype for the operational availability
of data processing, meeting many of the data processing uneeds at several
sites, These accomplishments are summarized belew and are organized
so that they relate to the objectives of Purdue's participation in the
project.

A remote terminal facility has been provided for a period of 2 1/2

; years. By December 1974, seven separate sites were comnected to the earth
% resources data processing system located at Purdue. Although most of

* these sites experienced the usual start-up difficulties, at only one

: site (Langley) were these severe enough to make the installation at

that site be considered less than highly successful.

The basic approach to the development of a facility for train-
ing personnel in the use of advanced processing techniques for remote
sensing is sound and has proven itself to be effective. The instruc-
tional materials designed for Iindividual use with a minimum of instruc-
tor participation meet the needs of most remote terminal situations
and may be adopted for group use by an imaginative instructor. Through
the use of these materials and the remote terminal network, 600 per-
sonnel have been trained in the use of data processing techniques
for remote sensing applicaticm.

The current configuration of remote terminals has been shown to
be a cost effective facility for training of personnel, transferring
technology, and meeting most of the current data processing require-
| ments. Two cost effective measures have been applied. From the
| terminal point of view the system is cost effective in that the cost
‘ of less effective systems for similar needs has been rhown to range
| between slightly less than the cost of a terminal ¢o much greater
than the cost of a terminal. From a system point of view, the cost
of personnel to support a network has increased insignificantly with
respect to services provided and number of sites served when compared
to the cost of providing separate facilities at each locationm.

It has been demonstrated that the remote terminal approach is
an effective way to make available the evolving remote sensing data
processing technology to a wide community of users. As a result of the
commonality of data processing enviromment to a broad community of users,
the interchange of ideas and the experiences between sites has been
facilitated. In some cases a reverse flow of technology has occurred
in which new techniques and methodology developed at remote sites are
transmitted to the central lecation to be made available across the
network.
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The remote terminal project has shown that the initial require-
ments for a processing site are necessary and sufficient to meet the
training, technology transfer, and processing objectives of the site.
These requirements briefly stated are: 1. A hardware link to these
services, 2. A software system which provides a specialized analysis
technology, 3. A personnel link between the remote site and the
central site consisting of a systems specialist and a techniques
specialist which provide reasonable responses to the user's needs, 4.

A training concept including materials, documentation and instructor's

available to the potential users, and 5., An available data library
and access to data preprocessing services.

In addition to demonstrating both feasibility and practibility
of the concept, the remote terminal project provided a basis for
further development of requirements for more effective terminal
systems. The following hardware requirements were realized and re-
confirmed as a result of :the experiment. These are in order of their
priority: 1. A low cost interactive image display device supported
by LARSYS, 2. A wide range or family of terminal configurations sup-
ported by the system, 3. A high quality hard copy display capability
located at the central facility fox operational use by the remote
sites, and 4. A volume communication link between the central fa-
cllity and the primary data dissemination facility to provide near
immediate access to remote sensing data by users of the entire net~
work.
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The Matrix Concept for Education and Training Materials in Remote Sensing

Because of the newness of the field of remote sensing there exists
only a limited amount of instructional materials available to the user
community. (See Reference 2.) Furthermore the traditional university

course format requiring upwards of 150 hours of student time to com—
plete a course doeg not lend itself to the needs of the scientist
preparing to work in the field of remote sensing or to the user com-
munity Interested in applying remote sensing technology to their
specific needs. What 1s needed is 2 flexible training environment
to meet the varied needs of this community. A training concept which
can achieve this revolves around a collection of learning units or
modules from which specific trainirg programs can be synthesized.
The modules, each requiring from several minutes to tens of hours

of student time cover a wide variety of topilcs, are as self-instruc-
tional as possible, and when possible are designed for use in the
student's office or at his home. 7Yhey also utilize the latest in
instructional technology, i.e., video tapes, audio-tutorial lessoms,
slide/tape presentations, simulation exercises, case studies, films,
hands-on experiences, programmed textbooks, and computer-assisted
instruction. The instructional format is mot arbitrarilychosen

in advance, but is selected on the basis of the content, objectives,
learner characteristics, ease of use, and educational effectiveness.

DL ey AR
SR I S m.i' PR

s

Vi-3



! i l l SN U S
VI-4

The point of development of this concept, achieved during the
past year may be described in terms of a matrix of education and training
materials (see Figure 1). Each column in the matrix represents a
subject area in remote sensing and the rows in the matrix represent
levels of iInstruction requiring increasingly intensive study.

Single concept overviews developed during the past year take
the form of a two-page foldout com: 1ting of a diagram or photograph
and an extended caption. Materials of this type, known as the FOCUS
series, developed during the past year are described in the next
section. A student would typically spend 10 to 20 minutes on materi-
als at this level. They are especially useful for general briefings
and introductory treatment of remote sensing topics.

The second level modules in the matrix deal with fundamental
principles of remote sensing. TFormats used at the fundamental prin-
ciples level include minicourses comsisting of audio tapes, slides
and printed study guldes and video tapes with viewing notes. Units
at the fundamental principles level are designed to take one to two
hours of gtudent time. Staff members of the LARS Technology Transfer
program area are developing a series of minicourses on the fundamen-
tals of remote sensing under the sponsorship of Purdue University's
Continuing Education Administration and prototype video presentations
and viewing guides have been produced as a result of LARS' 1974
Remote Sensing Short Course offerings also spomsored by the Univer-
sity's Continuing Education Administration. Thus while not specif-
ically supporting the development of materials at this level in the
matrix NASA has benefited both in terms of the contributions these
efforts have made in the development of the instructional matrix
concept and the availability of these materials to NASA and the
public sector through Purdue's Continuing Education activities.

Simulation exercises, third level modules in the matrix, are
designed to lead the student through the professional thought and
decigion-making processes typical of those required by remote sensing
practioners. These units, requiring three to four hours to complete,
illustrate and explain the rationale and decision processes of the
professional remote sensing analyst.

Case studies require the student to make his own decisions,
specify computer analysis requirements and interpret analysis
results. Intermediate results are reviewed with a tutor located in
the same facility. Case studies require on the order of 40-50 hours
of student time. Upon completion of a case study, the student is
equipped to undertake an individual research project which would be
defined by the individual perhaps with the help of a colleague.
Units VI and VII of the LARSYS Education Package are at the case
study level.
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Research projects are conducted in the scientist/engineer's
working environment. He may be assigned to work with another
scientist/engineer with similar background and research interests,
but one who has had experience in the use of remote sensing tech-
niques and machine-assisted data analysis. The student conducts
his own research with the aid of a tutor when needed.

The matrix concept allows specific training programs to be
synthesized by selecting units from the matrix of instructional
modules. Typically a larger number of units would be selected from
the top row (single concept overviews) with smaller numbers of units
being selected as the student progresses down through the matrix
(see Figure 2 for sample individualized training program).

During the 1975 fiscal year Technology Trarsfer staff members
have developed materials in various portions of the matrix. The
materials developed under the SR&T contract are discussed in the
remaining sections of this summary report. I<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>