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Intioduction

Invetigation has been conducted into means of improving
the image correlator #nd overlay function portions of the LARS:
image registration system. The fast Pourier transform corre-
lator was analysed in detail and a modified version was pro-
grammed and tested. More reliable and ‘accufats corriflation
has been achieved on both multispectral and multitemporal scan-
ner imagery and Apollc 9 digitized multispectral photography.
A quadratic overlay function was developed which uses local
. correlation checkpeints to interpolate the required overlay

shifts between checkpoints. These improvements are described
in this memo. The modified correlator is checked out and
- ready for inclusion in the registration system. More work is
required on the overlay function to implement it in the system.

Philosophy Bel;tnd the "Improved" Cleatim Schame

_ The "improved" correlation algorithm doesn‘'t significantly
differ from the existing scheme. The major deviation lies in :
the fact that all data in both the two N x N arrays are used, in- °
stead of the previous N x N array being correlated with a N/2 x
N/2 array. Due to the cyclic properties of the two dimensional
FFT scheme, the "improved" algorithm is not the "theoretically
correct” scheme in the same sénse that the Sequential Similarity
Degection Algorithm (SSDA) devised by IBM (RG-3356) is not in
that the values of correlation near the peak (small shift-values
of the $wo functions) will be "nearly correct®, and no error
occurs at the center of the 2-D gorrelation function. In general,
correlation values on either side of the center are useful up
to a "delta" of N/4. If N=64, a deviation of 16 pifel points
either way can usually be determined through the use of this
*improved" schema.
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§ymmetrylpropertias of a 2-Dimensional Real Matrix

The major syfmetry
" Transform of a N x N real matrix

complex matrix whose rgal and imagina

characteristié@kof the Past 2-D Pourier
is listed, where n = 2%y,

Any

7 piirts satisfy these sym-

metry conditions will be inverse Fourger Transformable to a real

matrix. Any 2-D correlation function

ourier transform must possess the following properties:

(1) Real part of the transformA{aid):
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must be real, thus its

(1 = 1,...n), the submatrix outlined by the



Three exceptions:
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(e) Column one, ﬂzli alz = anll &13 - an-l'l' al‘ - an—z,l"'

(2) Imaginary part of the transform {bid}’
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Derivation of the expressions used for computing the cbr-
relation function of two real one-dimensional functions by call~
ing the Fast Fourier Transform only oncs and the Inverse Fast
Fourier Transform also once are presented here. The expreassion
to be derived below makeguse of the so-called core-storsge
saving method for computing the correlation function of the two
" one-dimensional real functions. It makes use of the cyclic
properties of the Past Fourier Transform Algorithm such that
before the transformation is taken, one function goes into the
real part of the "Fourier Array" and the other function goes
into the imaginary part of the argay. In so doing, only one
Pourier Transform operation is needed. 'The fregquency ocomponents
of the two functions are manipulated in the frequency domain
according to some simple expressions so that upon taking the
Inverse Fast Fourier Transformation, the correlation funmuvtion
results which turns out also to be real as expected. Tt
correlation computation of two real two-dimensional fum
followes essentially the sam# procsdure, with only )
rections due to the more complicated symmetry prope
the two-dimensional Fast Fourier Transform of a two-dimw
real function. o '

Given f(t). g(t), two real !mwt&dn‘s, we want tcﬂndeha
correlation o ‘ S

cly) = [, f(t)g(temat

Let: S{£(t)] = F(w) = R(v) + & P{w), then R(w) = B{-W),
Tateil = Glw) = 8 w4 O -t} - "' N
a Plgit)] = Glw) = S(w) vay)c“_ mj i) = m(w;
Ficiy)] = F(w) . &(w) ) SO
Now 1'm(lt-.‘) ff‘t) + i g(t) - | R
a - g .
w) = Pl - : w § Plg(t)] = [Riw) - Q(w)l+
C A() = Fla(t)) = FI£(t)] =4 ;st )] R g
and A(=w)= [R(-w)=~Q(-w)] + 1[P(-w) + 8(*\'1] w [R{w)+@(w)]+

A Af-P(w)+8(w)]
R(~w) = [R(W) + QW)= [P(w) -+ B(w)]

Abw) + R(-w) = & R(w) + 81Plw) = 3 F{v) ° o
A“(:;—i(-w) - —2[Q(w)-18(w)] = SL{S(w) + 1Q(w)}

a | ot =K ()
an ) = A(w) + Alw) S0 - Alw) R(-w)

From the cyclic properties of the Fast Fourier transform
{See, e.g. "The Finite Fourier Transform” by T.W. Cooley, P.
A.W. Lewis, P.#D. Welch. IEEE trm;ptiom Vol. AV-17, No.¥§,

Now:
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June 1969, pp.77]. We found that K (-n)wA(N~n). thus transforming

a(¢) using Fast Fourier transform. We place ¢ *
"W'hby discrete variable "N" (N = 1_.”?“’ o inuoun varhhla
we have

P(n) = R(n) + 1iP(n) -!h(‘n).q- A m“u*
G(n) = F(n) x G(n) = £ Ag-n)TEX

N

sx (n)+i‘! (n)

[A(n)A(n) + A@-n)A(n) « A(n)A(N-n)-
za X(N-n)A(N-n)l n)& (n) (n) {(N-n)

et A (n)_ = ' AR+ iBp  A(N-n) = ofi-n + 1%_"
 A(N) wey —[% (ap Bﬁ-n)#*' (Bp-tay-n) *]
-;m!: (un Bn-n + Bp al-n) + i(p,* ..@_Mm‘.“,%

Real part of A(n):x(n)- ( ol
and quinary part of .7 K2 P + R B )

A(n);Y(n)= -14an*+B§ -6 f’f“u*n

Note if:
o B (n)=F (n)-G(n), then B(n)-gfn)ﬂvtn) wir.h Uin)=
+B_oN . X

A Non-linoar Localized Image Raiistratim Agg

. The concept of precise image overlay with ewo or more aper
tures ueing a localized non-linear programming appreéach based:
on a grid of "correct" correlation values between the reference
and overlay apertures was conceived on Decembeéer 21, 1971. Work
has been carried on for three successive weeks until some pro-
gramming problems were encountered when attempting to use ac-
tual data. However, some pilot programs were run to test out-
the concept and satisfactory results were obtained. It is aé

- present difficult to say what modifications in the concept .

~ will have to be made in order for it to work satisfactorily
under actual overlay data conditions, and work is to be con-
tinuad along thiu line.

. While testing out the pilot proqrm it has alrcady been
found that numerical precisions of the computer do ccntribute
significantly to the error involved in the outcoma, and care
must be taken to avoid any large computational error so obtain-
ed. The source of this error camédirectly as a consequence of
the least-square approach used. Work will be continued to

get around this touchy point. \ :



Mati&atien:

| The motivation of veing & laﬁaiié@ﬁ,nnnwxinaax instead of the

- plece-wise Linear approach in image registration consist of the
following: ‘ ;

(1) The actusal gaomecrical d&atnrtian}affan‘apuraturé often
: is non-linsar, Thig non-linear vafiiation in a fairly
restzicted (localizefl) region can often by approximated
by a lower (2 or 3) order twro-dirensional polynomial )
- or other suitable basis function that inveives the con-
_futation of reasonable coefficients, B

(2) The approximating fumetions for the geometrical distor-
tion should be continuoug from one region to the othex.
Not only ghould the approximating functions be contin-
uous, their direstional derivations at certain “check~
points® should alsc be continffous to insure & very
smooth transition from one region to the other,

(2) When the geometrical distortions over certain regions aze
. very emall or are fairly linear, the*g_"_ggh-uhouxulb@
such that a larger raglon of th* apera can be. corrected
all at once.. In othar words, ?§% fl1*§$ sireable if
the amount of computation involved in ; im'f

tration can be made to proportion to the ™heverity™
the distortion of the overlay sperature ‘relative to the
refference aporature. RS <

'~ wWith the ahove threg criterie xn'mﬁmd,ktha‘fpllawinq approach
making use of the non-iinear programming teshnique with equality
donstraints imposed is derived, Consider a ons~dimensional probler
the correlation‘results are shown in the following graph (Pig. 1).

N W s W

Pigure 1.
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Instead of using the piece-wise linear approacﬂ, the curved
line seemed to be much smoother and thus desiiabble. :

Shown in Pigure 2 is a correlation grid. The correlation
values at each grid point (x) is computed. For example, at point
A, we obtain (2,1). At point B, (2,1) again, but at point C, (2,2}.

Based on the correlation values at the grid points (notice that
the grid points do not need to be regularly spaced), we postulate a:
two~dimensional approximating function for the row distortion over -
& small region A~B-D-E and another two-dimensional function for the
column distortion over the same region. The cogfficients of these
functions are determined not only Iirom the four grid points A, B, b,
E, but A-B-D~E to the next block B-E-C-F or the block D-E~G-H, 1In -
addition, the continuity at point ‘A and the continuity of the x and
y directional derivatiye at point A is assured by congtraining equa-
tions when computing the approximating functions over block A=B-D-E,
The same things hold true at point B when computing approximating
functions over the block B=-C~E~F,

Let g(x'y) be the approximﬂfianSQt over A-BeD=E

Given:
- 8 §
glx,y)|, = 2 = P = Q :
A F% ' x?; Cayt) @,1) (=2,2)
we want to minimize 4 ® X
A s ¢
J=|lg, - B|I* + ||g, -D]|? +
B = D » i X
@ llgg - el > & F
subject to the condition * x X
. 8 8q . (. H o X
DA P F?' 2 S
Figure 2

where A,B,C,D,GC are respectively the computed correlation values
at points X,”B, C, D, G. . ‘

We can adjoint the constraints to the equation to form

. : [ [
H=J 42 @Ag,) + 2,33 ,) + 13(0-5’;‘&)
taking partial derivatives and computed the coefficients in g which
satisfy H,

If g(x'y) is polynomial in x, y, the set of equations one must
solve become linear equations, and an analytical solution can be
obtained, .



