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Abstract

Pattern recognition techniques are being applied to the analysis
of data gathered from a multiband optical mechanical scanner mounted
on an aerospace platform. The pw jose of the system is to provide
automated techniques for making surveys of earth resources such as
agricultural crop status, forest inventories, bodies of water, etc.
This paper describes techniques used in the research including
aspects of categorizer design, feature selection algorithms, and
other methods suitable for carryiné out research in a high data

volume environment.
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THE APPLICATION OF PATTERN RECOGNITION

TECHNIQUES TO A REMOTE SENSING PROBLEM

I. Introduction
Remote sensing technology is concerned with the identification
and determination of characteristics of physical objects through the
analysis of measurements taken at a distance from these objects. The
need for information systems for the field of agriculture and natural
resources has been previously developedglj One of the major problems

in agricultural remote sensing is the characterization and classifica

tion of measurements taken from various agricultural situationsgz}
This aspect of the problem essentially falls into the general problem
of pattern recognition. The spectral, spatial, and temporal varia-
tions of energy reflected and absorbed by physical objects are a
function of the characteristics of the objects. Particularly, in
agricultural situations, remote multispectral sensing is used to
detect and record reflected and emitted (electromagnetic radiation)
energy from specific target areas in many discrete, relatively narrow
spectral bands in several regions of the electromagnetic spectrum.
Such bands of electromagnetic radiation may be sensed and recorded
using one or a combination of several types of devices, including
cameras with diverse film-filter combinations, scanning radiometers
with data stored on magnetic tapes, and microwave radiometric methods
including radar systems, A particularly useful set of these bands
lie between 0.3 and 14 microns wavelength. Based on the multispectral
data, the problem now is to characterize and classify the data into

categories useful from the agricultural viewpoint.
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II. Data Collection and Preprocessing

The data used in the following discussion were measured and
recorded from aircraft flights at 1500 to 7500 ft.* Scanning
radiometers were used to obtain relative measurements of the energy
reflected from the ground in twelve different wavelength bands as
follows: 0.40-0.44 u, 0.44-0.46 p, 0.46-0.48 u, 0.48-0.50 p, 0.50-
0.52 p, 0.52-0.55 p, 0.55-0.58 y, 0.58-0.62 p, 0.62-0.66 u, 0.66~
0.72 p, 0.72-0.80 1, and 0.80-1.0 p. The last two wavelength bands
are in the reflective infrared portion of the spectrum; the other
bands encompass the visible wavelengths. These twelve measurements
are recorded on a twelve-channel magnetic tape, and they constitute
the basic twelve feature measurements for classification purposes.
The recorded twelve-channel data are first digitized for the purpose
of digital processing. Techniques have been developed to calibrate,
format and edit the data so that it is conveniently available to the

(3]

researcher.

The statistical properties of the twelve-dimensional feature
measurement vectors or samples for each pattern class (each kind of
crop or ground cover, in this case) were investigated. Ground truth
information was provided initially for the (training) samples used to
estimate the statistical characteristics for each class. Univariate
histograms were compiled for each class. It was noted that, in most
cases, the histograms were unimodal in shape. It seemed reasonable,
during the initial phase of study, to approximate the conditional
probability density functions of the feature measurements for each

class by multivariate gaussian density functions. The mean vectors

The airborne scanning equipments used in this research were made
available by the U.S. Army Electronics Cormand on a no-cost basis to the
University of lidchigan who operated it. The flights were funded by USDA
and flown to Purdue specifications. The details concerned with instru-
mentation are beyond the scope of this paper.
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and covariance matrices for each class were estimated by the sample
means and the sample covariances calculated from training samples.
Bimodal density functions may usually be delt with by hypothesizing
them to be a mixture of two gaussian density functions in which each
mode is represented by a gaussian subclass. In addition to the data
itself, ground truth information such as different planting dates for
a given crop type very frequently suggests the validity of this
assumption. Thus, the assumption of gaussianly distributed feature
measurements is still a reasonably good approximation if the sub-
classes can be appropriately selected. Typical histograms for

soybeans and wheat are shovmn in Fig. 1 and Fig. 2, respectively.

From the gaussian assumption, the following mathematical
formulation can be made. For m pattern classes (e.g., m kinds of
agricultural crops) Wys Opy = = = Ops the feature measurement vectors,
X, for each class are distributed according to a multivariate

gaussian density function, i.e.,

p(%/w) 75 o - 500 T ()

1
(22 Ik,

i=1,-==m (1)

where X is an N-dimensional vector (N = 12), M, and K, are the mean

th

vector and covariance matrix for the i~ class, w 5 respectively.

Based on the above formulation, the classification task can be easily
performed by applying the maximum liklihood classification rule[b’sj

(or the Bayes decision rule with (0,1) loss function).



III. Feature Selection

It was found that excessive computation time was required for
classification purposes if all twelve feature measurements were used.
Furthermore, it is always desirable to know the relative importance
of these measurements from the classification viewpoint. These
considerations suggest the study of feature selection, the selection
of subsets of feature measurements from the complete set. Divergence
has been suggested as a feature selection criterion in two-class
classification problems with gaussianly distributed patterns.[éj For
multiclass cases, the criterion of maximizing the minimum of pairwise
divergence and maximizing the expected divergence have been proposed.
t4,7,8) A direct generalization of the divergence criterion to multi-
class problems with unequal covariance matrices using minimax linear
discriminants has been investigated and applied to crop classification

2
problems.[9’1o'

In the following, the approach is briefly described.
Typical test results are given in Section VI to illustrate its
applicability.

Consider that, in a multiclass classification problem, the

classification performance can be measured in terms of a weighted

sum of all pairwise misclassifications, i.e.,

m-1 m
PO = Ty L ) Pule) i
i=1 g=ik

where P(e) is the overall performance measure and Pij(e) is the
pairwise probability of misclassification for classes ey and ”3'

Let gi(X) be the discriminant function of class o ,i=1,...,m, then

= () Lin, ¥+ Prdg, (X i) ‘
PlJ(e) - Pr‘rgi(-"l-) >gJ(X) 'j Prfbl( ) <gj( ) l.} (3)
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Suppose that a family of linear discriminant functions is chosen for

g; (X):

gi(X)=BiTX—ci, i=1,...,m (&)

where Bi is an N-dimensional vector and Ci is a constant, Let

r — T o - i
gi(h) -~ gj(X) (Bi - Bj) g (c:.L - cj) Bij % Ciy 3 then (3)

becomes

_ T | T |
= + L
Pij(e) Pr{B.lj X > cij uﬁ] PrfBij i< clJ,ua} (5)

After defining a standardized variable, refer to Anderson and

Bahadue[llj, (5) can be written as

Pij(e) =2 - Prie <'dj1 - Prir < di] (6)
where
B T." -~
iji i ij
d, = : (7)
i, T p, )2
ij Tivij
and
Cii - BiiTMi
d, = ; b (8)
I (e, Tk, )2
ijJ J 1)

F is the standardized gaussian random variable. Since, for linear
classification procedures, the minimax procedure is admissiblegll] it
is used here to determine an appropriate criterion for feature

selection in multiclass classification problems. From (2) and (6),

the condition of minimizing the maximum of P(e) is

d, =d, =d,. (9)
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Then it follows from (7), (8) and (9) that

B. .T(M. - M.)
d, . = | (10)
U @ S Y2 4 (s, Tk, )2
1j "i74i] iJ J 1)
The value of Bij’ which maximizes dij is of the form
..]_ .
= N .{. + =t - . ’. . - M,
Bi,j [\1311 (1 )LlJ)hJ] (Ml MJ) (11)

where Aij is a Lagrange multiplier which can be calculated by solving

the equation

T 2 ) _
By, Dy - (1 - lij)zhj]Bij 0 (12)

with 0 < lij < 1. Finally, (6) becomes

P'fl"j(e) =201 - Prie <q; ;1 (13)

It is noted from, (13) that a monotonic functional relationship exists
between Pij(e) and dij' The quantity dij is a measure of separability
between class oy and class 19 In the case Ki = Kj, the equal
covariance matrix case, this separability measure becomes equivalent

to the divergence criteria.

Based on the separability measure dij’ it is proposed that the
feature selection criterion is to maximize the expected separability

measure for all pairs of classes, i.e.,

m m
Max { Ej §: dij P(c&)P(uﬁ)}

i=1 =i+l
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If there are several feature subsets satisfying the above criterion,
the subset which minimizes the maximum variance of the separability

measure for all pairs of classes is selected.

IV. Classification

As noted in Section II, the maximum liklihood classification
rule (or Bayes decision rule with (0,1) loss function) is used for
the classification task. Assuming equal a priori class probabilities
with the gaussian assumption given in (1), the discriminant function

corresponding to the maximum liklihood classification rule isE5]

. 0 ) - & S PR
gi(X) log P(Lﬁ) 5> log 2m - 5 loglK, |
1 Y L T s o
=3 [(x - “i) Ky (X ni)], L= Ly oy s ut (14)
Or, by removing terms constant over i,
= l‘-— I .1‘. .Y T =1 r
g (X) = - 5 log ‘hii - S0 - MK, T - M),
1 = Ly sl (15)

The classification rule is then reduced to the following: Classify

X as belonging to class ay if

I ! )k "Ly - i 1K
log'k, ! + (x Mi) K. (X ni)_f log Iji

- +T, -1 -
+ (X - M.)K. X - M.
(% - 1)K, - )

for all j #1i (16)
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However, for the agricultural problem the total number of possible

pattern classes is very difficult to determine beforehand. Some of

the input semples may not belong to any of the m pre-determined classes
(for example, roads, farmsteads, etc.). One possible way in which such
samples could be treated is to establish a separate class (the (m + 1)th
class U i 1) for "everything else". Unfortunately, it is usually ‘
rather difficult to obtain representative samples from this class for
training. A more practical approach is to form a rejection class by .
not classifying a sample into any of the m classes if the value of the
discriminant function computed from this sample is less than some
threshold value. Hathematically then, a sample X is classified as

from class ey if

(1) g; (X) >g,(X) for all j#1i (17)
and (ii) gi(X) E-Ti (18)
where T.l is the threshold for the class cy -

The setting of an appropriate threshold depends on the criterion
used. One useful criterion is to set the threshold so that most of
the knovn samples fall into the correct classes, i.e. are not affected
by the threshold. For the case considered, from (16), a sample X

is rejected from class ;. if
log'K. '+ (X - )TI-’ ‘l(x - M) >T.! (19)
i 1¥ *§ i i

The quantity (X - Mi)TKiul(X - Mi) has a chi square distribution
CN(Xz) of N degrees of freedom. Therefore, for a given threshold
setting, the percentage of samples from class Wy being rejected can
be determined from the percentage tabulation of the chi square

distribution. For example, if it is desired that at least 95% of
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four-feature sample vectors from class ®; not be rejected by the

threshold setting Ti‘, then the threshold should be chosen by the rule |
T,' 2 log [Ki‘ + {*2 for which Ch('fz) = 0.95} (20)

or T, 2 1og'1ci! + 9.49 (21)

V. Implementation of the System

The implementation of the characterization and classification
processes described in previous sections is carried out on an IBM
_ 360/LL system. For research purposes, it is necessary to have at
hand an efficient and flexible system of computer programs for
performing the statistical analysis, feature selection and classifica-
tion processes. This system of computer programs is briefly described
in the followingglzj An important feature of the system is the

considerable degree of user-computer interaction through which is

achieved the flexibility required by the research environment.

Fig. 3 shows a block diagram of the overall data flow for the
system LARSYS (Laboratory for Agricultural Remote Sensing Data
Processing System). The principal data input is the multispectral
(twelve-channel) data. The Aircraft Data Handling Processor
(LARSYSAH) prepares the data for use by the researcher. The data
are digitized, calibrated and recorded on digital tape in a packed
format (to reduce the physical volume). To make the data reedily
accessible to the user, line-sample coordinates (much like X=y
coordinates) are added during the process of digitization, and a
special computer subroutine is used to read any desired area of data,
specified by a set of line-sample coordinates, into core memory and

transfer it to the user's program in unpacked form. Also available
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as part of LARSYSAH is a program which prints grey-level displays of
selected data on a computer line printer. These displays, which are
similar to black and white photographs of the ground areas over which
the data were collected, are useful in coordinating the ground truth

information with the multispectral scanner data.

The other form of data utlilized is ground truth information,
which is collected on film and in the form of detailed vritten field
reports. This information, including crop species, crop varieties,
soil types, percentage of ground cover, etc., is cataloged and made

available in convenient form by the Ground Truth Processor (LARSYSGT).

The Aircraft Data Analysis and Classifier Design System
(LARSYSAA) is the major portion of the implemented system. Fig. 4
shows the control structure of the LARSYSAA system, which is composed
of a monitor and four distinct processors. Each processor is directed
by its own supervisor. The multiphase structure results largely
from the need to minimize the amount of core memory occupied at any
one time by program instructions in order to maximize the amount
of memory available for data. In fact, for the same reason the
individual processors are also decomposed into multiple phases which
are only called into core memory by the respective supervisors as

needed.

Three major reasons why the user-computer interface has received
considerable attention in the development of the overall system are:

1. An optimal design of the overall system requires a
substantial amount of interaction between the various phases (statis-
tical analysis, feature selection, training and classification) of
the designed system. At the present state-of-the-art, this interaction

is best coordinated by the researcher.
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2. Hemote sensing applications invariably involve huge masses
of data. 4As a result, the quantity of data input, the processing and
the output required for a classification task consumes a considerable
amount of computer time. It is essential, therefore, that the system
be largely immune from user errors, so that errors in the later stages
of processing will not result in loss of all the .sork which has gone
before.

3. In the face of the two requirements already noted, the
experimental status of the remote sensing problem makes it desirable
that most or all of the processing system be written in a high level
compiler language so that modifications to the system may be made

quickly and easily by the researcher.

FORTRAN IV has been used to satisfy the third requirment
(except for a few minor utility functions which can be accomplished
most efficiently through use of assembly language); The flexibility
of the program is achieved by (a) dynamic storage allocation,

(b) inter- and intra-program communication via common storage areas,
(c) residence of the source language program on a tape which is
easily modified by an editing program, and (d) a self-directed
System Construction Program which, one initiated, performs all of the
steps necessary to go from source language to operational program.
When modifications of the program become desirable, the system
structure is such as to allow the changes to be implemented easily
with the aid of the System Construction Program. A "conversational
mode' of operation which is of particular value in the research
environment has been achieved throuéh the development of techniques
which optimize man-machine communication and minimize the inefficien~
cies which usually result from a high level on-line user-computer

interaction.
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VI Experimental Results

Experiment 1: The classification scheme discussed in gection
IV was tested using a nine-class crop classification problem. The
nine classes were wheat, oats, corn, soybeans, alfalfa, red clover,
rye, bare soil and water. The classification results using all
twelve features (spectral bands) are given in Table 1 and Table 2.

The training samples were used as test samples for classification
(Table 1), but a completely different set of test samples for classi-
fication were also used in order to test the classifier's generaliza-
tion capability, (Table 2). The difference in classification accuracy
is prdbably due to the fact that the training samples used were not
completely representative and the number of training samples was
inadequate. The computer printout of the test results is shown in

Fig. 5. A conventional panchromatic airphoto is shown in Fig. 6.

This photo shows (manually added) ground truth to aid in evaluating the
classifier's generalization.

Fig. 5 and Fig. 7 viewed together show the effect and usefulness
of threshold settings; Fig. 7 shows the classification result of the
nine-class, twelve-feature problem with no constraint (i.e., Tyt = 0)
while the blanks in Fig. 5 (with threshold) indicate the points
subsequently rejected by thresholding. These rejected points were
from areas such as roads, farmsteads, and areas where the crop or
ground cover was poorly developed. Note, for example, the effect
of the sand due beginning at the right edge of the printout Fig. 5
at line 201 and running diagonally to the left (southwest) down
the printout.

Table 3 and Table 4 shows the classification results corres-
ponding to Table 1 and Table 2 respectively, but with only four
features (arbitrarily selected) used. These results illustrate the

effect on classification accuracy when a subset of features is used.
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Experiment 2: The feature selection algorithm proposed in
Section III was tested along with the scheme using the weighted sum
of pairwise divergences for a five-class crop classification problem.
The five classes of crops were: soybeans, corn, oats, wheat and red
clover. The effectiveness of the features selected was tested by
computing the percentage of correct classificaticns from 14,000
test samples using the maximum-liklihood classification rule. The
results of this feature selection experiment are shown in Fig. 8,

Table 5 and Table 6.

The solid line in Fig. 8 indicates the result using the proposed
procedure, i.e., the features were selected using the criterion of
maximizing the expected separability measure dij' The dotted line
shows the result using the criterion of maximizing the expected
divergence over all pairs of classes. The dashed line was obtained
by selecting features directly on the basis of their contributions
to the classification accuracy. In all three cases, the maximum

liklihood classification rule was used for the classifier.

It is noted from the test results that it is possible for
subsets of features to result in better classification performance
than that produced by the complete set of features. This is
probably mainly due to the deviation of the actual feature distribu-
tions from the assumed gaussian distribution and the error involved
in the estimation of parameters%. Similar results on other forms of

data have been obtained also by Estes',--l33 All{:u'.s[lh:I and Hughes?ls]

M,
The mean vectors and covariance matrices were estimated from
400 training samples per class.
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VII. Conclusions and Further Remarks

The applicability of pattern recognition techniques to agricul-
tural remote sensing problems has been demonstrated in this paper.
Preliminary studies have shown quite satisfactory results. Several
problems which need immediate attentions are:

1. To develop nonparametric techniques for feature selection
and classification to compare against the gaussian assumption
originally usedg16’17]

2. To apply advanced techniques to the analysis of data so
that more information can be obtained about the statistical structure
of the multispectral data.

3. To develop mode estimation techniques so that the total

number of pattern classes for a given classification task can be

more accurately determinedglgl

liore basic problems such as the study of the effectiveness of using
measurements other than twelve-feature multispectral data should

also be considered.

A digital display will be added to the present computer system
so that the data editing procedure can be much faster than the
printout technique presently in use. It will also be useful for
studying other problems in man-data communication. Among these are
included such questions as the spatial, spectral, and gray scale
resolutions required for contrast enhancement schemes necessary when
manual image interpretation techniques must be used in conjunction

*

with pattern recognitic:. techniques.
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Txample Histograms of Three Features From a Unimodal Class.
Example Histograms of Three Features From a Bimodal Class.
Block Diagram of Data Flown in LARSYS.

Block NDiagram Showing Control Structure of LARSYSAA.

A Printout in Map Form of Classification Results. The
symboles and their corresponding classes are ag follows:
0-0ats, S-Soybeans, R-Red Clover, C-Corn, Y-Rye, A-Alfalfa,
I-Water, and X-Bare Soil. The outlined fields are those
used for Table 2.

Conventional Panchromatic Airphoto of the Area Shown in
Figure 5 and Showing the Correct Ground Truth.

A Printout of 12-feature Classification Results Without
Thresholding. The outlined areas are the samples used
for training.

Results of the Feature Selection Experiment.

Quantitative Tabulation of Classification Results for
Training Samples Used in Wxperiment 1. See Areas Outlined
in Pigure 7.

Quantitative Tabulation of Classification Results for
Test Samples Outlined in ¥Tigure 5.

quantitative Tabulation of 4-feature Classification
Results for Training Samples.

Quantitative Tabulation of k-feature Classification
Results of Test Samples.

Guantitative Tabulation of 3-feature Classification
Results for Experiment 2.

Quantitative Tabulation of 1l2-feature Classification
Results for %xperiment 2.
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