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## ABSTRACT

One of the main proclems in a multistage decision tree procedure is predicting the optial features to be used at every node. An algorithm is proposes which predicts the optima intures at every node in a binary tree procedure. The algorithm estimates the probability of error oy approximating the area under the likelihood ratjo function for two classes, and taking into account the number of training samplos used in estimating each of these two classes. Some results on fature selection teahniques, particularly in the presence of a very limited set of training samples are presented. Results comparing probabilities of error predicted by the propojed algorithm as a function of dimensionallty as compared to experimental observations are shown for aircraft and Landsat data. Results are ootained for both real and simulated data. Finally, two binary tree examples which use the algorithm are presented to illusirate the usefulness of the procedure.

## CHAPTER 1

## INTRODUCTION

### 1.1 Multistage Classification

A number of different types of classifiers are now in routine use in remote sensing. Most of these ciassification algorithms, using pattern recognition techniques, can be regarded as "single-stage" classifiers, where an "unknown" pattern is tested against all classes using one feature sutset, and then the pattern is assigned to one of the present classes in a single-stage decision procedure. An example of such a procedure is shown in Figure 1.1.

In recant years, as classification of multispectral data has found a larger number of users and a wider range of applications, the need has been felt for alternate, more powerful techniques than the conventional classifiers, through the use of which more information could be extracted more accurately and/or efficiently from the scene. Some of the reasons that have warranted this need include:

1. The need to extract more detailed information from data. The opportunity to do so results from the


Figure 1.1 An Example of a "Single-Stage" Algorithm
In Classifying Multispectral Data.
emergence of more complex data sets. The growing use of multitype data bases containing Landsat data with a variety of other quantitative geodata together with the anticipated launching of more sophisticated sensors such as the Thematic Mapper result in the opportunity to extract considerably more information from the data.
2. The broadening of the range of applications. As pattern recognition methods have developed, they have found a larger number of users with a wider range of applications. The feedback from these different and versatile uses has indicated problems and needs not initially present.
3. The ever present need for improved classification accuracy. There are some applications for which conventional classifiers have proved to be marginal at best. Some of these are listed in Swain et al. (1) and include multi-image analysis and the use of mixed feature types.
4. The need for improved processing efficiency. The conventional, single-stage, classifiers use only one parificular feature subset and are somewhat inefficient, as they must compare an unknown pattern against all possible classes before assigning that pattern to a particular class.

Because or these and ziher ractors, there has been some ressarch in recent years directed towerds developing multistage classifiers, whereby the decision prooedures gis through several stages before finally asaigning pattern to a class. An example of such a procedure is shown in figure 1.2.

The purpose of this research is to develop layered decision algorithm that can increase the accuracy and efficiency over the conventional sirgle-stage classification approach. Developing such an algorithm requires, among other things, a careful look at some parameters that are crucial to any successful attempt at tackling such a complex problem. In particular, three areas have to be investigated:

1. The development of an adequate training procedure te define an initial set of spectral classes with their respective statistics;
2. The investigation of various error estimators and the development of an adequate performance estimator that can reasonably predict the accuracy or any trends in performance;
3. The development of an algorithm to build a binary tree making use of the above-mentioned methods.


Figure 1.2 An Example of a "Multi-Stage" Algorithm In Classifying Mulcispectral Data.

Of these three areas, the most important sroblem is believed to be the development of an accurate error estimator, especially in the presence of what has come to be known as the Hughes phenomenon (elaborated upon later in the review of literature). Predicting the conditions under which the Hughes phenomenon occurs provides the key to the solution of the problem. Therefore, a considerable portion of the research has been directed towards trying to understand and predict the impact of this phenomenon.

### 1.2 Review of Literature

1.2.1 Training Procedure

Several training methods have been suggested in the literature. We will not attempt to list all of them, but rather will give a background of some of the methods reviewed and used in this work.

The training process is the procedure whereby labeled samples are selected and used to compute class statistics which in turn are used to classify unlabeled (i.e.. Munknown") samples.

Several parameter estimation methods (training methods) have appeared in the literature. Sample-partitioning methods, the leaving-one-out method, clustering are but a few. See, for example, Fukunaga (2) and Duda and Hart. (3).

For remote sensing purposes, clustering has been widely used in developing training statistics. Two basic approaches have been: a supervised clustering approach, in which the analyst selects areas of known cover types, each set of areas belonging to one cover type is clustered separately, and then the statistios for these areas are then obtained with the aid of a computer; and the non-supervised clustering approach, in which the entire training area is subdivided into clusters by the clustering algorithm and each cluster is then identified by the analyst and given a specific label. The statistics of each cluster corresponding to a cover type or a subclass of a cover type are then calculated. Fleming et al. $(4,5)$ investigated several clustering approaches and their effect on classification accuracy. Among the approaches they used were non-supervised clustering, supervised clustering, modified clustering, mono- (aggregate) cluster blocks, and multi- (class-conditional) cluster blocks.

### 1.2.2 Performance Estimators

A key factor in the design of a layered decision algorithm is the ability to predict how the algorithm will perform in terms of accuracy at every noue. While optimizing the performance at every node does not necessarily produce a globally optimal tree, it is still a very important and useful step in the design.

Several performance (or error) estimators have appeared in the literature. Again, we will not attempt here to exhaustively list all the contributions made, but rather will give an idea of how the research in this area has progressed.

Performance estimators can be divided into two main categories:

Performance functions which have some sort of direct relationship with the probability of error. Examples are Parzen estimators (see (2)), the k-nearest neighbor error estimator (see (6)). More recently, Mobasseri et al. (7) published an error estimator that computes the minimum probability of error through use of a combined anslytical and numerical integration over a sequence of simplifying transformations of the feature space. The results have been shown to be similar to those obtained by conventional techniques. However, the algorithm becomes computationally too inefficient to use as the number of classes andor features increases. Moore, Whitsitt and Landgrebe (8) (see also Whitsitt and iandgrebe (9)) developed a stratified posterior estimator which, like Mobasseri's, depends only on a given set of statistics. This was later usec by Wiersma (10) and both estimators (Mobasseri's and Whitsitt's) were compared in (11) and found to give similar results, with Whitsitt's algorithm being faster in some cases. The former procedure
uses a "deterministic" grid to sample the feature space, while the later uses an internally generated random data base and assigns the feature vector to the appropriate class via the maximum a posteriori principle. Both procedures assume normal class conditional statistics.

Separability measures, most of which have only a subtle, indirect, and often unknown, relationship to the probability of error. Various separability measures have been in common use in remote sensing applications. Among these are: Divergence (íc), Transformed Divergence (13), Jeffreys-Matusita distance (14, 15), Bhattacharya distance (16) and the Mahalanobis distance (17). (See list in (24).)

Several works have been reported comparing different separability measures and their effects on performance. (See $(9,13,18,19,62)$.

There are two prorlems with most of the above separability measures applied to remote sensing applications: (1) ambiguity and (2) linearity in pairwise error. The term ambiguity implies here that there dres not exist a one-toone reiationship between the value of the measure and the probability of error. Linearity means that equal incremental changes in the measure imply equal changes in the probability of error, over the whole range. Whitsitt (9) deveioped a distance measure $D_{\text {erf }}=\operatorname{erf}(\sqrt{2 B})$ where $B$ is the Bhattacharyya distance and erf(.) is the gaussian error
runction. He found that the resulting measure is less ambiguous and more linear than the measure $B$.

Another key factor in the process of error estimation is the choice of feature 3 ubsets. The problems here are tworold:

1. As the number of features becomes large, it becomes desirajle to choose a subset of these features that can adequately predict the scouracy. This selection process aiso can become expensive if one must search through all possible combinations of the feature set. It is desirable, therafore; co have a priori knowledge of the importance ef each feature in relation to the probability of error. The Karhunen-Loeve expansion (attributed to Karhunen (20), and Loeve (21)) in pattern recognition iiterature has historically been used as a feature selection technique. It has the advantage of producing uncorrelated features (in theory, but the features are actually approximately uncorrelated in a practical $K-L$ transformation). In addition, it imposes an ordering on the features in terms of importance in a representation error sense. As a result, first feature ás "likely" to be more important than the second in calculating the probability of error, and so on. More recently, oja and

Karhunen (22,23) published two papers on the construction of $K-L$ expansions for pattern recognition purposes that do not require the computation of any covariance matrices.
2. The probability of error is not necessarily monotonically decreasing as the number of features increases. This is due to a peculiar phenomenon that has come to be known as the Hughes phenomenon. Hughes (25) found that with a fixed and finite training jattern sample, recognition accuracy can first increase as the number of measurements on a pattern increases, but decay with measurement complexity higher than some optimum value. He also reported that for unlimited training data, this does not occur and the recognition accuracy reaches an optimum only at infinite measuremert dimensionality. According to Hughes, if insuffi. cient sample data are available to estimate the pattern probabilities accurately, then a Bayes recognizer is not necessarily optimal. Many papers have since been published on this phenomenon, confirming it or trying to explain why it occurs (see (26-42)). Thus, it appears that a successful design should predict when and if such phenomena occur.

### 1.2.3 Multistage Classiriers

In recent years, some work tas appeared in the literature aimed at developing multistage classification algorithms. There is much yet to be learned about such algorithms, and no work has been reported claiming optimality (or even close to optimality) of results.

In general, earlier work can be grouped into two main categories:

Sequential classification methods. These can be found in several papers and books (see, for example, (43-45)). Basically, the method consists of observations made on feature measurements, one at a time. After an observation is made, the classifier either reaches a final decision and the process is terminated, or it makes another observation until a final decision is rea hed.

Hierarchical classification methods. These are subdivided into two categories:

1. Hierarchical clustering methods. Examples of such work are found in Fukunaga (2), Dubes and Jain (46), who present a semi-tutorial review of the state of the art in cluster validity, and Lukasova (47). In general, hierarchical clustering is designed to generate $\mathfrak{c l a s s i f i c a t i o n ~}$ tree. The "root" node of the tree vepresents a collection of samples (either a training data set or the pitire sample
set) and each terminal node represents either an individual sample or a group of samples belonging to some class within the set of classes in the data set. The method attempts to divide the set of samples in each node into disjoint subsets which form new nodes. Defined as such, the method is often nonparametric and depends heavily on the ability of the algorithm to find meaningful divisions of samples that correspond at terminal nodes with reaningful classes.
2. Decision trees and criterion functions. Most of the work done in multistage algorithms belongs to this category. Often, a decision tree is built using an optimization or criterion function that dictates the structure of the tree. It is this kind of approach that will be of greatest concern in this research.

Hierarchical methods differ from sequential methods in certain important respects. While in sequential schemes any class can be accepted at any stage of the measurement process, in hierarchical schemes certain classes are excluded from consideration at each stage. Alsc, sequential methods impose a linear ordering on the features. In hierarchical methods, features used along one decision path can be different from those used along another path.

In 19\%1, Nadler (48) tried to calculate error rates in a hierarchical decision structure under assumptions of statistical independence among the members of the hierarchy.

Even under suct assumptions, the results assume "small" probabilitiez of errors at any level.

Several heuristic methods of constructing tree designs have beeri proposed in the literature, Some studies were done using optimization methods to automate the classifier design procedure, but the assumptions made were often too restrictive. Meisel and Michalopoulos (40) in 1973 presented a two-stage partitionsing algorithm for the design of an optimel binary tree. In the first stage, a suboptimal sufficient partition $\{s$ obtained. The second stage optime izes the result of the first stage through a dynamic programming approach. The method allows only for linear discriminant functions to partition the space, certainly a suboptimal and too restrictive sonditson.

Th 1974, Wu et al. (50) reported on a decision tree approach with direct application to multispectral data analysis. Several design procedures were proposed (one of which is manual). with special emphasis on a heuristic, machine-implemented approach. The optimality criterion used is a weighted sum of computation cost and accuracy. Results were presented which showed superiority in efficiency (but infrequently in accuracy) over the conventional classifier. The criterion function used, as it cannot predict beforehand the structure of the tree below that node, assumes all the nodes below the node under consideration are terminal nodes,
and hence is necessarily suboptimal. later papers have appeared that have pointed to applications using this particular ciassifier (51,52).

In 1976, You and Fu (53) presented a innear binary tree classifier that uses linear discriminant functions at decision stages with an application to multispectral remotely sensed data. The procedure includes a grouping algorithm, a separability measure, and an error minimization procedure using the Fletcher-Powell algorithm (54). Again, the procedure is certainly suboptimal because of the assumption of linearity, Results reported, though, show that this classifier is much faster and more acourate than the maximum likelincod classifier with the same number of features. This is due to the fact that the procedure uses different feature subsets (with a restriction on their number, at each node, compared with only one feature subset used in the one-stage maximum likelihood classifier.

Kulkarni and Kanal (55) used dynamic programming and branch-and-bound methodologies in the design of hierarchical classifiers. The criterion of optimality they used is a weighted sum of the probability of error and the average measurement cost incurredin classifying a random sample. The design assumes that the features used at the nodes are statistically independent and that the decision at each node is a function of only trat particular feature observation,
the design using only one best rature at each tree node. Further, the design of the optimal tree assumes a very low error rate for the tree, a very restrictive assumption since in many cases a high error rate is specifically the reason why a layered classifier was selected, i.e., to improve the accuracy. Although the authors presented some methods to reduce the complexity of their design algorithms, the examples they used involve only a small number of classes and reatures.

In 1977, Parkin (56; compared several classification techniques of clouds, including hierarchical design. How~ver, his paper orfers no new insights or major results that would help improve the state of the art.

Also in 1977, Sethi and Chatterjee (57) developed an algorithm for the design of an efficient decision tree with application to pattern recognition problems involving discrete variables. A criterion function was defined to estimate the minimum expected cost of a tree in terms of the weights of its terminal nodes and costs of the measurements, which then was used to establish the search procedure for the efficient decision tree. The corcept of prime eventis was used to obtain the number of nodes and the corresponding weights in the design sample. No optimality ciaim was made, but the procedure was found to lead to the optimal tree in most of the cases. The procedure uses only one feature at
every node, and its applicability to remotely sensed multispectral data is very doubtful.

In 1978, Breiman (58) presented a procedure for building a binary classification tree. He used a criterion function that is only a function of the parent node and the two descendent nodes. He used one best feature at every node. He also reported on another regression algorithm developed at Survey Research Center, University of Michigan (59), in whish the criterion function tries to leduce the variances of the two descendent nodes as much as possible from the variance of the parent node.

Rounds (60) in 1979 developed a binary decision tree algorithm, but again one feature is selected at every node. The approach is a nonparametric one, based on the kolmogorismirnov criterion.

Dattatreya and Sarma (61) in 1981 presented a multistage binary tree "minimum-cost" classifier, when general cost functions are associared with she tasks of feature measurements. The optimization of the binary tree is carried out using dynamic programming. Howeven, one feature is only selected at every node.

In summary; mosic of the work done with multistage classifier: often imposed too restrictive assumptions or conditions, such as using one feature only at each node, or hav-
ing a linear discriminant function. Moreover, very few
results have been reported on altuations where the Hughes
phenomenon occurs, namely, working with limited set of
training samples.

The major contributions of this research are then:

1. The development of some theroretical results that clearly show the dependence of the accuracy of the estimated statistics of the classes under consideration on the number of training samples used to estimate the statistics of those classes, as well as on tr. number of features used.
2. The development of an error estimator which is particularly useful when the number of training samples is limited, and which is suited for a binary tree classification procedure. This estimator, which allows the selection of a near optimal" feature subset at every node, has no restrictions on the number of features that can be used at any node.
3. The incorporation of the above error estimator in a binary tree procedure, showing the usefulness of such a procedure in predicting the optimal features that lead to the best accuracy that can be attained given a fixed sct of training samples.

### 1.3 Summary of Contents

In chapter 2, some parameter considerations for a multistage binary tree classifier are addressed in detail. The Hughes phenomerion is elaborated upon, and a technique known as "sumultaneous diagonalization" is introduced. Feature selection techniques are also treated. A data simulation algorithm that is repeatedly used in the research is also treated.

In chapter 3, an approximation algorithm to the probability of error is proposed that takes into account the Hughes phenomenon.

Chapter 4 presents experimental results on real and simulated data.

Finally, chapter 5 summarizes conclusions about the study. Some analytical details, together with computer listings and training data are placed in appendices.

CHAPTER 2
PARAMETER CONSIDERATIONS
FOR
a multistage binary tree classifier
2.1 The Hughes Phenomenon

One of the major needs for a decision tree classifier originates from a dimensionality problem often referred to as the Hughes Phenomenon (25). A considerable portion of this research is direcied towards understanding the Hughes phenomenon. Figure 2.1 illustrates the phenomenon conceptually. In the presence of a limited training sample size, the mean recognition accuracy as a function of the measurement complexity (number of featurea for our purposes) exhibits a peaking effect. Contrary to intuition, the mean accuracy does not always increase with additional measurements. Further, peaking of the curve shifts up and to the right as the number of samples increases, disappearing in the case of an infinite number of training samples (complete knowledge of the underlying distributions).

Figure 2.2 suggests a concept for one possible explanation of this phenomenon. Figure 2.2a shows a hypothetical


Figure 2.1 The Hughes Phenomenon.

2. 2 c

Figure 2.2 Explanation of the Hughes Fhenomenon
graph of class separability plotted vs. dimensionality. As dimensionality increases, so does class separability (a nondecreasing function of dimensionality) until it saturates, and any further increase in dimensionality does not have a significant effect on class separability. But this is not the only effect on the mean accuracy. With the presence of a fixed, limited training sample size, any increase in dimensionality necessarily results on the average in a degradation in the accuracy of statistics estimation of the class distributions. Thus, conceptually, one should expect a curve similar to that of Figure 2.2b.. Further, as the number of samples increases, the curve should shift to the right, i.e., for any given dimensionality, the larger sample size should provide a better estimate of the true distributions. Assuming these two effects are the dominant effects on accuracy, adding the two effects results in figure 2. 2 c , a curve similar to Figure 2.1. Based upon this concept of the phenomenon, the solution to the problem lies in being able to predict quantitatively how the number of samples present affects the accuracy of the estimated statistics. Especially in remote sensing applications of pattern recognition methods, training samples are limited as ground truth is ofien not present or difficult to get. Thus, the importance of the Hughes phenomenor becomes evident, as well as the validity of this conceptual explanation of it.

The Hughes phenomenon was studied by many researchers. (See (26-42)). Hughes (25), who was one of the earliest to introduce it and treat it in some detall, tried to explain it from a nonparametric point of view. The explanation given by Wacker and Landgrebe (62) is of another nonparametric case, where the Euslidean distance measure is used for discrimination among classes.

Several researchers (28-34) tries to study the effect of limited training sample size and independence of measurements on the recognition ancuracy.

In 1979, Trunk (38) provided a sidiple example in which he showed theoretically that the probability of error approaches zero as the dimensionality increases and all the parameters are known in a two-class problem, but it ?pproaches one-half as the dimensionality increases and the parameters are estimated.

In remote sensing applications, where maximum likelihood ciassifiers are frequently used, and where the assumption of class-conditional multivariate normally distributed data is invoked, not much work concerring the dimensionality problem has been reported yet. Wacker and El-Sheikh (40-42) presented some papers dealing with dimensionality problems for two-class Gausian problems. Their results again show a Hughes phenomenon ocouring with finite training data.

It then follows that any error estimator in a mulistage classification algorithm that can claim some optinality in results from an accuracy point of view, should be able to predict when/if a peaking occurs in the curve mentioned earlier. It is this key problem that this research is attempting to solve, $1 . e$. the development of an error estimator that can accurately predict the Hughes phenomenon.

Working with multispectral data, one almost always has to work with multiple feature measurements and multiple classes. In this research, we propose a binary tree multiscage classifier. This means that any node in the tree is either a terminal rode or is further subdivided into two nodes (with statistics corresponding to two classes).

The advantages of a binary tree procedure are the following:

1. Working with two classes allows a theoretical understanding of the problem. Many pattern recognition results that apply to two-class poblems fail to do so in multi-class ones. This is particularly true in the "simultaneous diagonalization" technique that will be introduced snortly.
2. Most feature selection algorithms used in pattern recognition applications generally, and in remote


#### Abstract

sensing applications specifically, are optimal only when afplied to two-class problems. For multiclass problems, a separability criterion is averaged over pairs of classes and thus is optimal only in an average sense. Working with a binary tree, then, should provide us with both convenience and accuracy.


Working with multiple features, several properties are desires in these features which will make further analysis easier:

Uncoupled (Independent) Features. Uncoupling of features from one another simpliries analysis a great deal as it permits evaluating the effect of each feature separately from other features.

Ordered Features. If the ieatures can be ordered, or at least approximately so, in terms of their effect on the probability of error, then the process of feature selection would be made easier.

Optimal Separability. The features should be optimal With respect to the probability of error for two diatributions at hand. Putting it in different words, the feature subset should be tailored to the separability of the two distributions.

To this end, a technique known as a "simultaneous diagonalization" $(63,64)$ is discussed in the next section.

### 2.2 Simultaneous Diagonalization: Theory

Let $\hat{\Sigma}_{1}$ and $\hat{\Sigma}_{2}$ be the estimated covariance matrices for classes 1 and 2 , respectively. We seek a transfarmation matrix $A$ such that

$$
\begin{equation*}
A \hat{\Sigma}_{1} A=I \quad A \hat{\Sigma}_{2} A=\Lambda \tag{2.1}
\end{equation*}
$$

where $I$ is the identity matrix and $\Lambda$ is a diagonal matrix.

This transformation would uncouple the features, while not affecting the probability of error because the latter is invariant under linear transformations. We proceer to find such a transformation as follows. (ior more details, see (2), pp: 31-35.)

Let 0 and $\Phi$ be the eigenvalue and eigenvector matrices of $\hat{\Sigma}_{1}$, respectively; then

$$
\begin{align*}
& \theta^{-\frac{1}{2} \Phi} \hat{\Sigma}_{1} \Phi \theta^{-\frac{1}{2}}=1 \quad\left(\Phi^{T} \hat{\Sigma}_{1} \Phi=\theta\right)  \tag{2.2}\\
& \theta^{--\frac{1}{2} \Phi} T \hat{\Sigma}_{2} \Phi \theta^{-\frac{1}{2}}=K \quad \text { K is a general matrix } \tag{2.3}
\end{align*}
$$

Next, we desire to diagonalize K. To find eigerialues of $K$, it is necessary to solve the equation

$$
\begin{equation*}
|K-\lambda I|=0 \tag{2,4}
\end{equation*}
$$

Replacing $K$ and $I$ in (2.4) by (2.2) and (2.3), we get

$$
\begin{equation*}
\left|0^{-\frac{1}{2}} \Phi^{T} \hat{\Gamma}_{2} \Phi \theta^{-\frac{1}{2}}-10^{-\frac{1}{2}} \Phi^{T} \hat{\Sigma}_{1} * \theta^{-\frac{1}{2}}\right|=0 \tag{2.5}
\end{equation*}
$$

Or

$$
\begin{equation*}
\left|\theta^{-\frac{1}{2} \Phi} T\right|\left|\hat{\Sigma}_{2}-\lambda \hat{\Sigma}_{1}\right|\left|\Phi 0^{-\frac{1}{2}}\right|=0 \tag{2.6}
\end{equation*}
$$

Since $0^{-\frac{1}{2} \phi^{T}}$ is nonsingular, it follows that

$$
\begin{equation*}
\left|\hat{\Sigma}_{2}-\lambda \hat{\Gamma}_{1}\right|=0 \tag{2.7}
\end{equation*}
$$

or,

$$
\begin{equation*}
\left|\hat{\Sigma}_{1}^{-1} \hat{\Sigma}_{2}-\lambda I\right|=0 \tag{2,8}
\end{equation*}
$$

So, only the eigenvalue and eigenvector matrices of $\hat{\Sigma}_{1}^{-1} \hat{\Sigma}_{2}$ need be calculated.

The eigenvalue matrix is then $\Lambda$, and che transpose of the eigenvector matrix, $A^{T}$, serves as the transformation matrix.

The idea behind simultaneous diagonalization is to transform the original reatures into a new space where the reatures are independent and then choose a subset of these reatures in the new space which is optimal with respect to the probability of error. This is illustrated in figure 2.3.

## 2. 3 Feature Selection

Before proceeding to discuss the approximation algorithms to estimate the probability of error, we digress briefly to discuss how the features are ordered.

The literature offers many studies made on comparing different separability measures and their effectiveness in choosing the best feature subset (see (9,13,18,62,65)). It appears that the Bhattacharyya distance is one of the most suitable separability measures for distinguishing between classes. Thus, it will be used as a basis for feature selection. The fact that the feavures are independent allows us to determine the effect of each feature on the probability of error separately.


Figure 2.3 Delineation of Optimal Subspace By Simultaneous Diagonalization.

Ontimal Transformed Subspace $\mathbf{m}<\mathbf{n}$ features


The Bhattacharyy distance for two normal distributions can be expressed as follows:
$B=\frac{1}{8}\left(\hat{M}_{1}-\hat{M}_{2}\right)^{T}\left(\frac{\dot{\Sigma}_{1}+\hat{\Sigma}_{2}}{2}\right)^{-\{ }\left(\hat{M}_{1}-\hat{M}_{2}\right)+\frac{1}{2} \ln \frac{\left\lvert\, \frac{b_{2}\left(\hat{\Sigma}_{1}+\hat{\Sigma}_{2}\right) \mid}{\mid \hat{\Sigma}_{1}^{1} \hat{\eta}_{2}^{1} V_{2}}\right.}{1}$

After the simultaneous diagonalization transformation, however, $B$ can be expressed as:

$$
\begin{equation*}
B=\sum_{i=1}^{p}\left[\frac{1}{4} \frac{\left(d_{1 i}-d_{2 i}\right)^{2}}{\lambda_{i}+1}+\frac{1}{2} \ln \left(\frac{1}{2}\left(\frac{1}{\lambda_{i / 2}}+\lambda_{i}^{\frac{1}{2}}\right)\right)\right] \tag{2.10}
\end{equation*}
$$

where $d_{i j}$ is the $j t h$ element of the transformed class-conditional mean: $D_{i}=A^{T} \hat{M}_{i}$; and $\lambda_{i}$ is the fth diagonal element of $\Lambda$.

Thus, it is clear that for every feature i, $B$ can be calculated separately. The feature with the largest $B$ is the best feature, the one with the second largest is the second best, and so on. Also, the two best are the best two, and so on.
2.4 Simulation Algorithm
2.4.1 Need For A Simulation Algorithm

For reaote sensing data analysis, several assumptions are commonly made. These assumptions are usually that the data are class-conditionally distributed multivariate normal and that the data used to train the classifier are representative of the area of interest. This second assumption actually has several parts. The assumption is made that in the process of training, all classes present in the scene are found, and all spectral subclasses of each class are also represented in the training data. Furthermore, the parameters of the distribution of each subclass are also assumed to be known from the training data. Each pixel is assumed to come from one of the training classes, and also is assumed to be entirely of one cover type.

In actual practice, these assumptions are not met. The number of spectral classes in the area is not known and clustering or some other method is used to determine the number of subclasses, in addition to estimating the statistics of those subclasses. Some of these methods also lead to non-normal subclasses. In particular, the clustering algorithm available through LARSYS truncates the tails of the subclass distributions and so leads to non-normal distributions.

There are also questions relating to a single picture element. A single pixel in Landsat data covers an area apprcingately 80 meters by 50 meters. More than one cover type may be present in this area and result in amixture pixel" observation. It is not clear how the distribution of the spectral response of mixture pixels can be related to the distribution of the spectral response of "pure pixels".

There has been much speculation in the remote sensing community as to the effect of the non-satisfaction of the basic assumptions. Whenever new algorithms are brought forth, the old question is raised again, indicating that there is insufficient understanding of the interaction of the real attributes of the data and the theory of the algorithms. At times it is not clear whether a particular result is due to aspects of the algorithm or to the extent the data set deviates from the assumptions.

In testing new algorithms, deviations from the assumptions may obscure the action of the new process. One way to clarify the situation is to apply the algorithm first to a data set satisfying the assumptions.

Such a data set could be obtained artificially, through simulation. The analyst could then know: how many classes exist in the data; the true distributions of the classes, including normality if desired; the observations could really be independent; and no pixel would be a "mixture
pixel". New algorithms could be studied on such a data set with the knowledge that any "strange" effects are indeed algorithm rather than data problems.

In many cases where simulated data have been used in the past, the data were too artificial, in the sense that all aspects of the image were controlled, removing the natural variation in object size, position, and relationship which occur in real data. This limited the use of the simulated data sets in testing new algorithms.

The natural spatial information occuring in multispectral data could be retained in a simulated image by spatially basing the simulation on alassification. It would be even better to base the simulated data on a digitized "ground truth" map if the spectral characteristics of the cover types were known. By basing the simulation on a classification, the number of classes, their exact distributions, and the class of each pixel in the area are known. If the classification was sufficiently accurate, then the spatial information held in the classification map will be close to the actual cover type map and actual spatial content of the origjnal data. For each pixel in the area, a random vector distrinuted according to the pixel's class statistics could be generatad. This becomes the simulated data vector.

This simulated method was reported in LARS Technical Report 070980 (66), and the program will be used for testing the error estimator developed.

### 2.4.2 Statistical Background

From the classification chosen as a basis for the simulation, the following are known: the number of classes $K$, the set of classes ( $\left.\omega_{i}, \quad i=1, \ldots K\right)$, the class distributions ( $\left.f\left(\omega_{i}\right), i=1, \ldots K\right)$, their means and covariances ( $H_{i}$ and $L_{i}$, $1=1, \ldots K$ ), the number of channels $\mathfrak{F}$, and the class of every pixel in the scene.

From classical statistics:
(1) Let $x: p x 1, A: p x p$ and $b: p x 1$.

If $X \sim N\left(0, I_{p}\right)$, then $Y=A X+b \sim N\left(b, A I_{p} A^{T}=A A^{T}\right)$
(where $I$ is the identity matrix having dimensionality p).
(2) Let $:$ be a symmetric, positive definite matrix. Then
there exists $A$, such that
$A A^{T}=\Sigma \quad\left(A\right.$ is denoted $\Sigma^{12}$ )

To simulate a fixel which was a member of class in the base classification, $N\left(0, I_{p}\right)$ (the random vector for each pixel is independent of other vectors) is generated. (See Appendix A.) Next $Y=\Sigma_{i}^{12} X+\mu_{i}$ is calculated; it is then a
random vector from the population $N\left(\mu_{i}, \Sigma_{i}\right)$. This process is repeated for each pixel of the base classification and the random vectors thus generated are stored appropriately, i.e., so as to correspond to their simulated spatial location.

The program requires as an input a classification map stored on a results tape. The results tape has the class statistics for p-dimensions also stored on it. The program then, uses the results map and the stored statistics to generate a p-dimensional data set, which is stored on a user specified output tape in LARSYS format.

Appendix $A$ provides a mathematical derivation related to the generation of normally distributed samples. Appendix E provides a Fortran program listing for the simulation program.

With all the proliminaries discussed, we are now ready to begin our discussion of the error estimator algorithm.

# CHAPTER 3 <br> PERFORMANCE ESTIMATOR: <br> APPROXIMATION TO THE PROBABILITY OF ERROR 

### 3.1 The Likelihood Function


#### Abstract

As mentioned earlier, our goal is to develop a performance estimator that can predict where the peak in the Hughes curve occurs. Some of the most serious difficulties facing researchers in trying to estimate the probability of error in multidimensional analysis are:


1. The need to carry out a multiple integration on the multivariate probability density function. Most often, this integration is almost impossible to carry out analytically, and numerical integration that is often costly has to be perfomed.
2. The measurement features are often correlated, making it difficult to assess the importance of each feature separately on the probability of error.
3. In most of the cases, one has to deal with multiclass problems (greater than 2) which further complicates multivariate probability density functions.

It would be much easier, therefore, if one could work with a function that is one-dimensional but carries all the information present. Fortunately, since we are looking at two classes at a time in binary tree procedure, such a function does exist, and is called the likelihood function (minus the log of the likelihood ratio). See, for example, (66).

The likelihood function, denoted $h(X)$, is given by:

$$
\begin{equation*}
h(X)=-\ln p\left(X / w_{1}\right) / p\left(X / w_{2}\right) \tag{3.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& p\left(X / w_{i}\right) \text { is the probability density function of } \\
& x \text { given } w_{f} \text {. }
\end{aligned}
$$

In remote sensing applications, the assumption of multivariate class-conditional normal distributions is almost always invoked, and will be consistently used in this work.

Using this assumption, $p\left(x / w_{i}\right)$ becomes:
$p\left(X / w_{i}\right)=\frac{1}{(2 \pi)^{p / 2}\left|\Sigma_{i}\right|^{\frac{1}{2}}} \exp \left(-\frac{1}{2}\left(X^{T}-M_{i}^{T}\right) \Sigma_{i}^{-1}\left(X-M_{i}\right)\right)(3.2)$
where $M_{i}$ is the mean vector of class i.

$$
\Sigma_{i} \text { is the covariance matrix of class i. }
$$

$p$ is the number of dimensions.

In practice, $M_{i}$ and $\Sigma_{i}$ are estimated from training statistics and are replaced by $\hat{M}_{i}$ and $\hat{\Sigma}_{i}$.

The Bayes decision rule for minimum error may be written as follows:

$$
P\left(w_{1} / X\right) \geqslant P\left(w_{2} / X\right)+X \in\left\{\begin{array}{l}
w_{1}  \tag{3.3}\\
w_{2}
\end{array}\right.
$$

The a posterior probabilities $P\left(w_{i} / X\right)$ may be calculated from the a prior probabilities $P\left(w_{i}\right)$ and the condotional density functions $p\left(X / w_{i}\right)$ using Bayes theorem, ie.

$$
\begin{equation*}
P\left(w_{i} / X\right)=p\left(X / w_{i}\right) \quad P\left(w_{i}\right) / p(X) \tag{3.4}
\end{equation*}
$$

Since $p(X)$ is common to both sides of the inequality of (3.3), the decision rule can be expressed as:

$$
\begin{align*}
& p\left(X / w_{1}\right) P\left(w_{1}\right) \geqslant p\left(X / w_{2}\right) P\left(w_{2}\right)+X \varepsilon\left\{\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right.  \tag{3.5}\\
& \ell(X)=\frac{p\left(X / w_{1}\right)}{f\left(X / w_{2}\right)} \geqslant \frac{P\left(w_{2}\right)}{P\left(w_{1}\right)}+X \in\left\{\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right.  \tag{3.6}\\
& h(X) \text { can then be written as: }
\end{align*}
$$

$$
+1_{\Sigma} \ln \left|\frac{\Sigma_{1}}{\Sigma_{2} \mid}\right| \geqslant \ln \frac{P\left(w_{1}\right)}{P\left(w_{2}\right)} \quad \rightarrow \in\left\{\begin{array}{l}
w_{2}  \tag{3.7}\\
w_{1}
\end{array}\right.
$$

In practice, since $M_{i}$ and $\Sigma_{i}$ are replaced by $\hat{M}_{i}$ and $\dot{\Sigma}_{i}, h(X)$ becomes (after moving $\ln P\left(w_{1}\right) / P\left(w_{2}\right)$ to the L.H.s.) : $\hat{h}(X)=\frac{t_{2}}{2}\left(X-\hat{M}_{1}\right)^{T} \hat{\Sigma}_{1}^{-1}\left(X-\hat{M}_{1}\right)-t_{2}\left(X-\hat{M}_{2}\right)^{T} \hat{\Sigma}_{2}^{-1}\left(X-\hat{M}_{2}\right)$

$$
+\frac{x_{2}}{} \ln \left\lvert\, \frac{\hat{\Sigma}_{1} \mid}{\left|\hat{\Sigma}_{2}\right|}-\ln \frac{\hat{p}\left(w_{1}\right)}{\hat{p}\left(w_{2}\right)} \geqslant 0 \rightarrow\left\{\in \left\{\begin{array}{l}
w_{2}  \tag{3.8}\\
w_{1}
\end{array}\right.\right.\right.
$$

The Bayes test for minimum error reduces then to looking at the value of $\hat{h}(X)$, assigning measurements with poifive values to class 2 , and measurements with negative values to class 1.

Note that $\hat{h}(X)$ is a one -dimensional random variable. The problem then is to know, or estimate, the probability density function of $\hat{h}(x)$. Once that is known, the probebility of error can be obtained by carrying oat a scalar integration. Figure 3.1 shows the probability density functions for $h(X)$ given either class 1 or 2.

The probability of error can be calculated as:

```
\varepsilon = p(error) = p(error/w
```


## Discriminant function:

$$
\begin{aligned}
& \hat{h}(x)=-\ln \frac{\hat{p}\left(x \mid \omega_{1}\right)}{\hat{p}\left(x \mid \omega_{1}\right)} \\
& =\left(X-\hat{M}_{1}\right)^{T \hat{i}-1}-1\left(x-\hat{M}_{1}\right)-\left(X-\hat{M}_{2}\right)^{T} \hat{\Sigma}_{2}^{-1}\left(X-\hat{M}_{2}\right)+\ln \frac{\left|\hat{\Sigma}_{1}\right|}{\left|\hat{\Sigma}_{2}\right|}-\ln \frac{\hat{P}\left(\omega_{1}\right)}{\hat{P}\left(\omega_{2}\right)} \underset{\omega_{2}}{\omega_{1}}
\end{aligned}
$$



Let the domain or decision space of $X$ be divided into regions $r_{1}$ and $r_{2}$ Then, if a sample belongs to $w_{1}$, an error occurs whenever $X_{\varepsilon \Gamma_{2}}$. Similarly, if a sample belongs to $w_{2}$, an error occurs whenever $X_{\varepsilon} r_{1}$. Thus,

$$
\begin{equation*}
\varepsilon=I\left(X \in r_{2} / w_{1}\right) P\left(w_{1}\right)+P\left(X c r_{1} / w_{2}\right) P\left(w_{2}\right) \tag{3.10}
\end{equation*}
$$

In terms of the probability density functions of $\hat{h}\left(x / w_{i}\right)$, this becomes:
$E=P\left(w_{1}\right) \int_{0}^{\infty} p\left(h / w_{1} d h+P\left(w_{2}\right) \int_{0}^{\infty} p\left(h / w_{2}\right) d h\right.$ ${ }^{e} 1$

$$
\begin{equation*}
+\quad \mathbf{e}_{2} \tag{3.11}
\end{equation*}
$$

The probability of error is then the area under the two curves in Figure 3.1 multiplied by the prior probabilities. The objective is to develop an algorithm which will approximate the class-conditional probability of $\hat{h}(x)$, and hence, the probability of error.

### 3.2 Performance Estimator

Fukunaga and Krile (64) developed an algorithm that approximates $\hat{h}(X)$. This algorithm assumes there are twoclass multivariate normal distributions, and was tested using one eight-dimensional simulated data set.

The algorittm, fowevur, assumes the training samples are enough to reasonably estimate the true statistics of the distributions, and hence does not take into account the Hughes phenomenon. Put in other words, in situations where the training samples are few and do not reflect the true statistics of the distributions, the algorithm will treat the statistics obtained rrom the training sampes as a "perfect" estimation of some "wrong" distributions, when in fact they are an "imperfect" estimation of the true statistics.

It is this algorithm, proposed by Fukunaga and Krile, that we will use and modify to take into account the Hughes phenomenon. Therefore, it seems appropriate to explain the algorithm in detail, and then discuss the modifications made to it.

### 3.2.1 The Normal. Assumption

Looking at equation (3.8), since $h(X)$ is a quadratic function in general of a normal random variable $X$, it cannot itself in general be normally distributed. However, in the case where $\varepsilon_{1}=\Sigma_{2}$, $\dot{h}(X)$ becomes a linear function of $X$ and hence is normally distributed.

In most cases, however, $\Sigma_{1} \neq \Sigma_{2}$. Fukunaga and Krile still tried to assume that $\hat{h}(X)$ is normally distributed.

An algorithm was developed and tested in this research under the assumption that $\hat{h}(x)$ is normally distributed (although $\Sigma_{1} \neq \Sigma_{2}$ ) but results showed it to be very poor approximation of the probability of error and hence it was not further analyzed.

### 3.2.2 The Modified Gamma Distribution Assumption: <br> Fukunaga and Krile Version

Consider $\hat{h}(x)$ as given by equation (3.8). Applying the simultaneous diagonalization technique described earlier, $\hat{\Sigma}_{1}$ is transformed to the itentity matrix $I$, and $\hat{\Sigma}_{2}$ is transformed to a diagonal matrix $\Lambda$. The transformation matrix is denoted $A^{T}$, or the transpose of the eigenvector matrix A.

Without losing generality, we assign the origin of the coordinate system such that:

$$
\begin{equation*}
\hat{m}_{1}=0 \quad \text { and } \quad \hat{m}_{2}=\hat{M}_{1}-\hat{M}_{2} \tag{3.12}
\end{equation*}
$$

With $X_{\varepsilon W_{1}}, \hat{h}(X)$ can be written as another function of Y, where $Y=A^{T} X$, as follows:

$$
\begin{align*}
\hat{h}\left(Y / w_{1}\right)= & Y^{T} Y-(Y-\hat{D})^{T} \hat{\Lambda}^{-1}(Y-\hat{D})+\ln \left|\frac{\hat{\Sigma}_{1}}{\hat{\Sigma}_{2}}\right| \\
& -2 \ln \frac{\hat{P}\left(w_{1}\right)}{\hat{P}\left(w_{2}\right)}  \tag{3.13}\\
\text { where } \hat{D}= & A^{T} \hat{m}_{2} .
\end{align*}
$$

Since the features are now uncoupled, this can be written as:

$$
\begin{aligned}
\hat{h}\left(Y / w_{1}\right) & =\sum_{i=1}^{p}\left(y_{i}^{2}-\frac{1}{\hat{\lambda}_{i}}\left(y_{i}-\hat{d}_{i}\right)^{2}-\ln \hat{\lambda}_{i}\right)-2 \ln \frac{\hat{P}\left(w_{1}\right)}{\hat{P}\left(w_{2}\right)} \\
& =\sum_{i=1}^{p}\left(\left(1-\frac{1}{\hat{\lambda}_{1}}\right)\left(y_{i}+\frac{\hat{d}_{i}}{\hat{\lambda}_{i}-1}\right)^{2}-\left(\frac{\hat{d}_{i}^{2}}{\hat{\lambda}_{i}-1}+\ln \hat{\lambda}_{1}\right)\right) \\
& -2 \ln \frac{\hat{P}\left(w_{1}\right)}{\hat{P}\left(w_{2}\right)}
\end{aligned}
$$

where $p$ is the number of dimensions. $\hat{d}_{1}$ is the fth element of vector $\hat{D}$.

Now, we have $\hat{h}\left(Y / w_{1}\right)$ in terms of $p$ independent caussian random variables $y_{1}$, each of which has zero mean and unit variance with respect to class $W_{1}$.

Defining a new transformed variable 2 and a transformed difference- of-means vector $\hat{v}$ as follows:

$$
\begin{align*}
& z=\left(\hat{\Lambda}^{-\frac{1}{2}} A^{T}\right)\left(X-\hat{m}_{2}\right)  \tag{3.15}\\
& \hat{v}=\left(\hat{\Lambda}^{-\frac{1}{2}} A^{T}\right) \dot{m}_{2}=\hat{\Lambda}^{-\frac{1}{2}} \hat{D} \tag{3.16}
\end{align*}
$$

$\dot{h}\left(x / w_{2}\right)$ can bc expressed as a function or the new variable $z$ and $\hat{v}$ by substituting (3.15) and (3.16) into (3.8) as follows:

$$
\dot{h}\left(z / w_{2}\right)=(z+\dot{v})^{T} \hat{n}(z+\dot{v})-z^{T} z+\ln \left\lvert\, \frac{\hat{\Sigma}_{1} \mid}{\left|\frac{\dot{\Sigma}_{2}}{}\right|}-2 \ln \frac{\hat{p}\left(w_{1}\right)}{\hat{p}\left(w_{2}\right)}\right.
$$

Again, since the features are coupled, we can write $\hat{h}\left(z / w_{2}\right)$ as follows:
$\hat{h}\left(z / w_{2}\right)=\sum_{i=1}^{p}\left(\hat{\lambda}_{i}\left(z_{i}+\hat{\nu}_{i}\right)^{2}-z_{i}^{2}-\ln \hat{\lambda}_{i}\right)-2 \ln \frac{\hat{P}\left(w_{1}\right)}{\hat{P}\left(w_{2}\right)}$
$\left.=\sum_{i=1}^{p}\left(\left(\hat{\lambda}_{i}-1\right)\left(z_{i}+\frac{\hat{\lambda}_{i}^{\frac{1}{2}} \hat{d}_{i}}{\hat{\lambda}_{i}-1}\right)^{2}=\frac{\hat{d}_{i}}{\hat{\lambda}_{i}-1}+\ln \hat{\lambda}_{i}\right)\right)$

$$
\begin{equation*}
-2 \ln \frac{\hat{P}\left(w_{1}\right)}{\hat{P}\left(w_{2}\right)} \tag{3.18}
\end{equation*}
$$

Again, we have an expression in terms of $p$ independent Gaussian variables $z_{i}$, each of which has zero mean and unit variance.

Next, we define the following quantities for conventene:

$$
\begin{align*}
& a_{1 i}=1-1 / \hat{\lambda}_{i}  \tag{3.19}\\
& { }^{b_{1 i}}=\hat{d}_{i} /\left(\hat{\lambda}_{i}-1\right)  \tag{3.20}\\
& a_{2 i}=\hat{\lambda}_{i}-1 \tag{3.21}
\end{align*}
$$

$$
\begin{align*}
& b_{2 i}=\dot{\lambda}_{i}^{\frac{1}{2}} \hat{d}_{i} /\left(\hat{\lambda}_{i}-1\right)  \tag{3.22}\\
& c=\sum_{i=1}^{p}\left(\ln \hat{\lambda}_{i}+\dot{d}_{i} /\left(\hat{\lambda}_{i}-1\right)+2 \ln \hat{P}\left(w_{1}\right) / \dot{P}\left(w_{2}\right)\right. \tag{3.23}
\end{align*}
$$

Substituting equations (3.19)-(3.23) back into aqualions (3.14) and (3.18), we get:

$$
\begin{align*}
& \hat{h}\left(Y / w_{1}\right)=\sum_{i=1}^{p}\left(a_{1 i}\left(y_{i}+b_{1 i}\right)^{2}\right)-c  \tag{3.24}\\
& \hat{h}\left(z / w_{2}\right)=\sum_{i=1}^{p}\left(a_{2 i}\left(z_{i}+b_{2 i}\right)^{2}\right)-c \tag{3.25}
\end{align*}
$$

Refer ing from now on to $Y$ and $Z$ as $\xi$, and to $y_{i}$ and $z_{i}$ as $\xi_{i}$, we find that $\hat{h}\left(\hat{\xi} / w_{1}\right)$ and $h\left(\hat{\xi} / w_{2}\right)$ have the same functional form, except for the values of $a_{1 i}, b_{1 i}, a_{2 i}$, and $\mathrm{b}_{2 \mathrm{i}}$.

Theorem 3.1

If $X=\left(x_{1}, \ldots, x_{p}\right)$ where the $x_{i}$ are a sample from a Normal $\left(0, \sigma^{2}\right)$ population, then the random variable $V=$ $\sum_{i=1}^{p} x_{i}^{2} / \sigma^{2}$ has a $X_{p}^{2}$, or chi-square, distribution.
Proof:

$$
\text { See }(67), \text { p. } 16
$$

Theorem 3.?
If $s_{1}, \ldots . s_{p}$ are independent random variailes, then the density of their sum $s_{1}+s_{2}+\ldots+s_{p}$ equals the convolution of their respective densities.

Proor

See (68), p. 189.

Examining equations (3.24) and (3.25), shows that the density functions of $\hat{h}\left(\varepsilon / w_{1}\right)$ and $\dot{h}\left(\varepsilon / w_{2}\right)$ can be obtained by convolving the densities of p non-central (because of the $b_{11}$ and the $b_{2 i}$ terms) $x^{2}$ variables having multiplicative constants $a_{1 i}$ and $a_{2 i}$, and adding a shift porameter $C$.

The density of $\hat{h}(\ell)$ is divided into three parts:
$v_{k r}=\sum_{a_{k i} \geq 0}^{P_{k r}} a_{k i}\left(\varepsilon_{k i}+b_{k i}\right)^{2}$ for $a_{k i} \geq 0$
$v_{k s}=\sum_{a_{k j} k}^{p_{k s}} a_{k j}\left({b_{k j}}^{k}+b_{k j}\right)^{2} \quad$ for $a_{k j}<0$
$c=\sum_{i=1}^{p}\left(\ln \hat{\lambda}_{i}+\hat{d}_{i} /\left(\hat{\lambda}_{1}-1\right)+2 \ln \hat{p}\left(w_{1}\right) / \hat{p}\left(w_{2}\right)\right.$

The density function of $V_{k r}, p_{k r}(h)$, is the convolution of $p_{k r}$ densities of squared Gaussian variables having multiplicative constants. All $p_{k r}$ densities lie above the
positive $h$ axis with $a_{k j} \neq 0$. Similarly, the density function of $V_{k s}, p_{k s}(h)$, is the convolution of $p_{k s}$ densities of squared Gaussian variables with multiplicative constants. All $p_{k s}$ densities lie on the negative $h$ axis with $a_{k j}<0$.

A gamma density function is given by:

$$
\begin{equation*}
g_{p, \lambda}=\lambda^{p} x^{p-1} e^{-\lambda x} / \Gamma(p) \tag{3.29}
\end{equation*}
$$

Let $k$ be a positive integer. With $p=1 / 2 k$, and $\lambda=1 / 2$, the gamma density $g(p, \lambda)$ is referred to as the chi-squared density with $k$ degrees of freedom. (See (67),p.13).

## Theorem 3. 3

Ii $X_{1}, \ldots, X_{n}$ are independent random variables with gamma distributions $\left(p_{1}, \lambda\right), \ldots,\left(p_{n}, \lambda\right)$, then $Y=X_{1}+\ldots+X_{n}$ has a gamma distribution ( $\left.p_{1}+\ldots+p_{n}, \lambda\right)$.

## Proof

See : 67). p. 15.

Since what we have is the summation of chi-squared random variables (special form of a gamma distribution), both $p_{k r}(h)$ and $p_{k s}(-h) \quad\left(p_{k s}(h)\right.$ reflected to the positive side) can be reasonably approximated $u y$ a general gamma form, especially for large $n_{k r}$ and $n_{k s}$, as follows:

$$
g(h)=\left\{\begin{array}{cc}
\frac{h^{a} e^{-h / E}}{\beta^{a+1} r(a+1)} & h \geq 0  \tag{3.30}\\
0 & h<0
\end{array}\right.
$$

The parameters $\alpha$ and $\beta$ can be determined so that the mean $\eta$ and the variance $\sigma^{2}$ of the "true " distribution match those of the approximation.

Next, we calculate the expected values $\eta_{k r}$ and $\eta_{k s}$ of $\psi_{k r}$, and $V_{k s}$, and the variances $\sigma_{k r}^{2}$ and $\sigma{ }_{k s}^{2}$. $v_{k r}=\sum_{a_{k i} \geq 0}^{p_{k r}} a_{k i}\left(\xi_{k i}+b_{k i}\right)^{2} \quad a_{k i} \geq 0$

$E\left(v_{k r}\right)=\hat{\eta}_{k r}=\sum_{a_{k i} \geq 0}^{p_{k r}}\left(1+0+b_{k i}^{2}\right)$

$$
\begin{aligned}
& \text { ( } 5_{k i} \text { has zero mean and unit variance) } \\
& \text { Similarly, }
\end{aligned}
$$

( The zero term comes because ${ }_{5}{ }_{k i}$ is independent from $\xi_{k j}$ and hence they are mutually orthogonal as $E\left(\xi_{k i}\right)=0$ )

$$
\begin{equation*}
=\sum_{a_{k i}^{\geq} 0}^{p_{k r}} a_{k i}^{2}\left(3+6 b_{k i}^{2}+b_{k i}^{4}\right) \tag{3.33}
\end{equation*}
$$

where $E\left(\xi_{k i}^{n}\right)= \begin{cases}1.3 . & \cdots(n-1) \\ 0 & \text { for n even }\end{cases}$

$$
E^{2}\left(V_{k r}\right)=\sum_{a_{k i} \geq 0}^{p_{k r}} a_{k i}^{2}\left(1+b_{k i}^{2}\right)+0
$$

$$
\begin{equation*}
=\sum_{a_{k i} \geq 0}^{p_{k r}} a_{k i}^{2}\left(1+2 b_{k i}^{2}+b_{k i}^{4}\right) \tag{3.34}
\end{equation*}
$$

$\operatorname{Var}\left(V_{k r}\right)=\hat{\sigma}_{k r}=E\left(V_{k r}^{2}\right)-E^{2}\left(V_{k r}\right)$

$$
\begin{equation*}
=2 \sum_{a_{k i} \geq 0}^{p_{k r}} a_{k i}^{2}\left(1+2 b_{k i}^{2}\right) \quad \text { for } p_{k r}(h) \tag{3.35}
\end{equation*}
$$

$$
\begin{aligned}
& =E\left(\underset { a _ { k i } \geq 0 } { \sum _ { k i } } a _ { k i } ^ { 2 } \left(\xi_{k i}^{2}+4 b_{k i} \xi_{k i}^{3}+6 b_{k i}^{2} \xi_{k i}^{2}\right.\right. \\
& \left.\left.+4 b_{k i}^{3} E_{k i}+b_{k i}^{4}\right)\right)+0
\end{aligned}
$$

Similarly,

For a random variable $h$, which has a gama distribution with parameters a and $B$, (See equation (3.30)), then

$$
\begin{aligned}
E(h)= & (\alpha+1) B \quad \operatorname{Var}(h)=(\alpha+1) B^{2} \\
& (\text { See }(67), p .44)
\end{aligned}
$$

Therefore, $\alpha_{k r}, \alpha_{k s}, \beta_{k r}, \beta_{k s}$, can be calculated as:

$$
\begin{equation*}
\alpha_{k r}=\left(\hat{n}_{k r}^{2} / \hat{\sigma}_{k r}^{2}\right)-1 \tag{3.38}
\end{equation*}
$$

$$
\begin{equation*}
a_{k s}=\left(\hat{\eta}_{k s}^{2} / \hat{\sigma}_{k s}^{2}\right)-1 \tag{3.39}
\end{equation*}
$$

$$
\begin{equation*}
\beta_{k r}=\hat{\sigma}_{k r}^{2} / \hat{\eta}_{k r} \tag{3.40}
\end{equation*}
$$

$$
\begin{equation*}
\beta_{k s}=\hat{\sigma}_{k s}^{2} / \dot{\eta}_{k s} \tag{3.41}
\end{equation*}
$$

The density function $p\left(h / w_{i}\right), i=1,2$, which is our final goal, is then the convolution of two gamma densities with a constant shift: one is distributed on the positive side of the h-axis, and the other on the negative side.

However, the convolution of these two gamma densitities is hard to obtain in an explicit mathematical expression, because in general, a is not an integer. Since we do not favor a numerical integration technique for calculating the error rate, a "modified " gama distribution is proposed as follows:

$$
g^{\prime}(h)= \begin{cases}\frac{(h-c)^{r} e^{-(h-c) / \delta}}{\delta^{\gamma+1} r(\gamma+1)} & \text { for } 2 \geq c \\ 0 & \text { for } h<c\end{cases}
$$

$r=0$ or 1
In other words, Gamma density curves are roughly categorized into two types: one is exp(-h/B), and the other is $h \exp (-h / \beta)$, depending on whether $\alpha$ obtained by (3.38) or (3.39) is larger than or smaller than a threshold value of 0.35. (The threshold value of 0.35 is a compromise value, chosen in an attempt to match the maximum value and location of the maximum value of the gamma density to the modified gamma approximation. It is further explained in (64)).

The procedure proposed by Fukunaga and Krile, then, is as follows:

1) Calculate $\hat{\eta}_{k r}, \hat{\eta}_{k s}, \hat{\sigma}_{k r}^{2}, \hat{\sigma}_{k s}^{2}$ from equations (3.31), (3.32), (3.35), and (3.36)
2) Calculate $a_{k r}$ and $a_{k s}$ form equations (3.38) and (3.39).
3) $\gamma_{k r}=0$ if $\alpha_{k r}<0.35$, and $\gamma_{k r}=1$ if $\alpha_{k r} 0.35$. Similarly for $\gamma_{k s}$.
4) Calculate $\delta_{k r}, \delta_{k g}$ and $c_{k r}, c_{k s}$ by the following equations: (modified forms of equations (3.38)-(3.41))
$\gamma_{k r}=\frac{\left(\hat{n}_{k T}-c_{k r}\right)^{2}}{\hat{\sigma}_{k I}^{2}}-1$
$\gamma_{k s}=\frac{\left(\hat{\eta}_{k s}-c_{k s}\right)^{2}}{\hat{\sigma}_{k s}^{2}}-1$
$\delta_{k I}=\hat{\sigma}_{k r}^{2} /\left(\hat{\eta}_{k r}-c_{k r}\right)$
$\delta_{k s}=\hat{o}_{k s}^{2} /\left(\hat{\eta}_{k s}-c_{k s}\right)$

Equations (3.43)-(3.46) are the same as (3.39)-(3.41), except for the shift of the mean $q_{r}$ or $q_{k s}$.

The convolution of $p_{k r}(h)$ and $p_{k s}(h), p_{k}^{*}(h), k=1,2$, can be obtained as an explicit expression. The result is : (See (64) for details)

$$
\begin{align*}
& \text { for } 20 \\
& \text { (3.47) } \\
& \text { Defining the distance d as : } \\
& d_{k}=c-\left(c_{k r}-c_{k s}\right) \tag{3.48}
\end{align*}
$$

We can find $e_{1}$ by integrating $p_{1}^{*}(t)$ form $d_{1}$ to $\infty$, and $e_{2}$ by integrating $p_{2}^{*}(t)$ from $-\infty$ to $d_{2}$. The term $d_{k}$ brings the shift parameter $C$ back inc the picture, and also accounts for the displacement of the ( $h / w_{k}$ ) approximations by $c_{k r}$ and $c_{k s}$. In general,
$D^{*}\left(d_{k}\right)=\int_{-\infty}^{d_{k}} P_{k}^{*}(t) d t=$

$$
\left\{\begin{array}{l}
\left.\left(\frac{\delta_{k s}}{\delta_{k r}+\delta_{k s}}\right)^{\gamma k r+1}\left[\frac{-d_{k}}{\delta_{k s}}+1+\frac{(\gamma k r+\gamma k s)}{\delta_{k r}+\delta_{k s}}\right]^{\gamma_{k r}}\right]^{\gamma_{k s}} e^{d_{k} / \delta_{k s}}, d_{k} \leq 0 \\
1-\left(\frac{\delta_{k r}}{\delta_{k r}+\delta_{k s}}\right)^{\gamma k s+1}\left[\frac{d_{k}}{\delta_{k r}}+1+\frac{\left(\gamma k r+\gamma_{k s}\right) \delta_{k s}}{\delta_{k r}+\delta_{k s}}\right]^{\gamma k r} e^{-d_{k} / \delta_{k r}}, d_{k} \geq 0
\end{array}\right.
$$

where $r^{*}\left(d_{k}\right)$ is the approximation for $\operatorname{Prob}\left(\hat{h} / w_{k} \leqslant 0\right)$. Thus, the approximated values of recognition errors are:

$$
\begin{align*}
& e_{1}=\hat{P}\left(w_{1}\right)\left(1-D^{*}\left(d_{1}\right)\right)  \tag{2.50}\\
& e_{2}=\dot{P}\left(w_{2}\right)\left(D^{*}\left(d_{2}\right)\right) \tag{3.51}
\end{align*}
$$

### 3.2.3 Proposed, Modified Algorithm

Figure 3.2 shows a flowhart of Fukunaga's and Krile's algorithm. The algorithm assumes that the training statistics are an accurate representation of the true statistics of the two distributions. This being the case, the probability of correct clasuification that the algorithm projects is monotonically non-decreasing as a function of dimensionality. It is this drawback in the algorithm that we are trying to correct such that the aigorithm would take into account the number of samples used for training.

Looking back at the calculation of the parameters of the modified gamma distribution, we see that all of them depend on two parameters, $\hat{\Pi}_{k}$ and $\hat{\sigma}_{k}$, or the mean and variance of $h$. If these parameters are inaccurate, then all of the other parameters will be affected.


Figure 3.2 A Flowchart of Fukunaga and Krile's Algorithm.

We propose to look the way these parameters, particularly $\hat{\sigma}_{1}^{2}$ and $\hat{\sigma}_{2}^{2}$, are distributed as anction of the number of training samples. We then want to incorporate that information in our estimation of $\hat{\sigma}_{1}^{2}$ and $\hat{a}_{2}^{2}$, such that the algorithm has a nore realistic picture of what the training samples represent.

Estimating the probability density function of $\hat{a}_{1}^{2}$ and $\hat{\sigma}_{2}^{2}$ is by no means an easy task. For the amount of information that we have, such an estimation is very involved and impractical. A disc.ssion of the difficulties one faces in attemptine auch an estimation is round in Appendix B.

We propose instead to look at the variances of $\hat{\sigma}_{1}^{2}$ and $\hat{o}_{2}^{2}$, and then incorporate that information in our estimation of these parameters.

Let us look at $\hat{\sigma}_{1}^{2},\left(\operatorname{Var}\left(\hat{h} / w_{1}\right)\right)$ and $\hat{i}_{2}^{2}, \quad\left(\operatorname{Var}\left(\hat{h} / w_{2}\right)\right)$. From equation (3.35), (or (3.36)):

$$
\begin{equation*}
\hat{\sigma}_{1}^{2}=2 \sum_{i=1}^{p} a_{1 i}^{2}\left(1+2 b_{1 i}^{2}\right) \tag{3.35}
\end{equation*}
$$

Substituting for $a_{11}$ and $b_{11}$ by their values from (3.19) and (3.20) in (3.35), we get:

$$
\begin{equation*}
\hat{\sigma}_{1}^{2}=2 \sum_{i=1}^{p}\left(1-1 / \hat{\lambda}_{i}\right)^{2}\left(1+2 \dot{d}_{i}^{2} /\left(\hat{\lambda}_{i}-1\right)^{2}\right) \tag{3.52}
\end{equation*}
$$

After multiplying, this reduces to:

$$
\begin{equation*}
\dot{\sigma}_{1}^{2}=2 \sum_{i=1}^{p}\left(1-2 / \dot{\lambda}_{1}+\left(2 \dot{d}_{i}^{2}+1\right) / \dot{\lambda}_{1}^{2}\right) \tag{3.53}
\end{equation*}
$$

In matrix form, this can be written as:

$$
\begin{equation*}
\dot{o}_{1}^{2}=2\left(\operatorname{tr}\left(I-\dot{A}^{-1}\right)^{2}+2 \hat{D}^{T}\left(\dot{A}^{-1}\right)^{2} \dot{D}\right) \tag{3.54}
\end{equation*}
$$

Or in terms of the original distributions:
$\dot{\sigma}_{1}^{2}=2\left(\operatorname{tr}\left(1-\dot{\Sigma}_{2}^{-1} \dot{\Sigma}_{1}\right)^{2}+2 \hat{m}_{2}^{T} \dot{\Sigma}_{2}^{-1} \dot{\Sigma}_{1} \hat{\dot{\Sigma}}_{2}^{-1} \dot{m}_{2}\right)$
(See (64)).

Similarly,

$$
\begin{align*}
\dot{\sigma}_{2}^{2} & =2 \sum_{i=1}^{p} a_{2 i}^{2}\left(1+2 b_{2 i}^{2}\right) \\
& =2 \sum_{i=1}^{p}\left(\hat{\lambda}_{i}-1\right)^{2}\left(1+2 \hat{\lambda}_{i} \hat{d}_{i}^{2} /\left(\hat{\lambda}_{i}-1\right)^{2}\right) \\
& =2 \sum_{i=1}^{p}\left(\hat{\lambda}_{i}^{2}+2\left(\hat{d}_{i}-1\right) \hat{\lambda}_{i}+1\right) \tag{3.56}
\end{align*}
$$

In matrix form, $\hat{\sigma}_{2}^{2}$ can be written as:

$$
\begin{equation*}
\hat{\sigma}_{2}^{2}=2\left(\operatorname{tr}(\hat{A}-I)^{2}+2 \hat{D}^{T} \hat{A} \hat{D}\right) \tag{3.57}
\end{equation*}
$$

$$
\begin{align*}
& \text { Or, in terms of the original distributions: } \\
& \dot{\sigma}_{2}^{2}=2\left(\operatorname{tr}\left(\hat{\Sigma}_{1}^{-1} \hat{\Sigma}_{2}-I\right)^{2}+2 \hat{\mathrm{w}}_{2}^{T} \hat{\dot{\Sigma}}_{1}^{-1} \dot{\Sigma}_{2} \dot{\Sigma}_{1}^{-1} \hat{m}_{2}\right) \tag{3.58}
\end{align*}
$$

(See (64)).
In order to calculate the variances of $\hat{\sigma}_{1}^{2}$ and $\hat{\sigma}_{2}^{2}$, we make the following assumptions:

1. The original and transformed means, $\hat{M}_{1}, \hat{M}_{2}$, and $\dot{D}$ are assumed to be constant. Experience has shown that one can approximate first- order statistics with a relatively few number of training samples.
2. $\hat{\Sigma}_{1}$ and $\hat{\Sigma}_{2}$ are independent. This is to say that we will ignore any relationships that might exist between the two classes.

Having assumed the above, the results are: (See Appendix $C$ for the complete derivation)

$$
\begin{aligned}
& \operatorname{Var}\left(\hat{o}_{1}^{2}\right)=4 \sum_{i=1}^{p}\left(\frac{2}{\lambda_{i}^{2}}\left(\frac{4}{n_{1}}+\frac{4}{n_{2}}+\frac{8}{n_{1} n_{2}}\right)-\frac{4}{\lambda_{1}^{3}}\left(\frac{4}{n_{1}}+\frac{4}{n_{2}}+\frac{8}{-n}\right.\right. \\
& +\frac{8}{n_{2}^{2}}+\frac{32}{n_{1}^{n_{2}}}+\frac{48}{n_{1} n_{2}^{2}}+\frac{48}{n_{1}^{2} n_{2}}+\frac{64}{n_{1}^{2} n_{2}^{2}}+\frac{4 d_{1}^{2}}{n_{1}}+\frac{8 d_{1}^{2}}{n_{2}}+\frac{24 d_{1}^{2}}{n_{1} n_{2}}+\frac{16 d_{1}^{2}}{n_{2}^{2}} \\
& \left.+\frac{32 d_{1}^{2}}{n_{1} n_{2}^{2}}\right)+\frac{1}{\lambda_{1}^{4}}\left(\frac{8}{n_{1}}+\frac{8}{n_{2}}+\frac{128}{n_{1}^{n_{2}}}+\frac{40}{n_{1}^{2}}+\frac{40}{n_{2}^{2}}+\frac{48}{n_{1}^{3}}+\frac{48}{n_{2}^{3}}+\frac{512}{n_{1}^{2} n_{2}}\right.
\end{aligned}
$$

$$
\begin{align*}
& +\frac{1920}{n_{1}^{2} n_{2}^{2}}+\frac{576}{n_{1}^{3} n_{2}}+\frac{576}{n_{2}^{3} n_{1}}+\frac{2112}{n_{1}^{2} n_{2}^{3}}+\frac{2112}{n_{1}^{3} n_{2}^{2}}+\frac{2304}{n_{1}^{3} n_{2}^{3}}+4 d_{1}^{2}\left(\frac{4}{n_{1}}+\frac{8}{n_{2}}\right. \\
& \left.+\frac{8}{n_{1}^{2}}+\frac{40}{n_{2}^{2}}+\frac{64}{n_{1} n_{2}}+\frac{256}{n_{1} n_{2}^{2}}+\frac{96}{n_{1}^{2} n_{2}}+\frac{48}{n_{2}^{3}}+\frac{288}{n_{1} n_{2}^{3}}+\frac{352}{n_{1}^{2} n_{2}^{2}}+\frac{384}{n_{1}^{2} n_{2}^{3}}\right) \\
& \left.+4 d_{1}^{4}\left(\frac{2}{n_{1}}+\frac{8}{n_{2}}+\frac{40}{n_{2}^{2}}+\frac{24}{n_{1} n_{2}}+\frac{48}{n_{2}^{3}}+\frac{88}{n_{1} n_{2}^{2}}+\frac{96}{n_{1} n_{2}^{3}}\right)\right) \\
& \operatorname{Var}\left(\hat{\sigma}_{2}^{2}\right)=4 \underset{i=1}{p}\left[\lambda _ { i } ^ { 4 } \left(\frac{8}{n_{1}}+\frac{8}{n_{2}}+\frac{128}{n_{1} n_{2}}+\frac{4 n}{n_{1}^{2}}+\frac{40}{n_{2}^{2}}+\frac{48}{n_{1}^{3}}+\frac{48}{n_{2}^{3}}+\frac{512}{n_{1}^{2} n_{2}}\right.\right. \\
& \left.+\frac{512}{n_{1} n_{2}^{2}}+\frac{1920}{n_{1}^{2} n_{2}^{2}}+\frac{576}{n_{1}^{3} n_{2}}+\frac{576}{n_{1} n_{2}^{3}}+\frac{2112}{n_{1}^{3} n_{2}^{2}}+\frac{2112}{n_{1}^{2} n_{2}^{3}}+\frac{2304}{n_{1}^{3} n_{2}^{3}}\right)+4 \lambda_{i}^{3}\left(d _ { 1 } ^ { 2 } \left(\frac{8}{n_{1}}\right.\right. \\
& \left.+\frac{4}{n_{2}}+\frac{8}{n_{2}^{2}}+\frac{40}{n_{1}^{2}}+\frac{64}{n_{1}^{n_{2}}}+\frac{256}{n_{1}^{2} n_{2}}+\frac{96}{n_{2}^{2} n_{1}}+\frac{48}{n_{1}^{3}}+\frac{288}{n_{2}^{3} n_{1}}+\frac{352}{n_{1}^{2} n_{2}^{2}}+\frac{384}{n_{2}^{2} n_{1}^{3}}\right) \\
& \left.-\left(\frac{4}{n_{1}}+\frac{4}{n_{2}}+\frac{8}{n_{1}^{2}}+\frac{8}{n_{2}^{2}}+\frac{32}{n_{1} n_{2}}+\frac{48}{n_{1} n_{2}^{2}}+\frac{48}{n_{1}^{2} n_{2}}+\frac{64}{n_{1}^{2} n_{2}^{2}}\right)\right)+2 \lambda_{1}^{2}\left(\left(\frac{4}{n_{1}}\right.\right. \\
& \left.+\frac{4}{n_{2}}+\frac{8}{n_{1} n_{2}}\right)+2 d_{i}^{4}\left(\frac{8}{n_{1}}+\frac{2}{n_{2}}+\frac{40}{n_{1}^{2}}+\frac{24}{n_{1} n_{2}}+\frac{48}{n_{1}^{3}}+\frac{88}{n_{1}^{2} n_{2}}+\frac{96}{n_{1}^{3} n_{2}}\right) \\
& \left.\left.-4 d_{1}^{2}\left(\frac{2}{n_{2}}+\frac{4}{n_{1}}+\frac{12}{n_{1} n_{2}}+\frac{8}{n_{1}^{2}}+\frac{16}{n_{1}^{2} n_{2}}\right)\right)\right] \tag{3.60}
\end{align*}
$$

Note that $\operatorname{Var}\left(\hat{\sigma}_{1}^{2}\right)$ and $\operatorname{Var}\left(\hat{\sigma}_{2}^{2}\right)$ are inversely proportional to the number of training samples used to estimate the statistics of classes 1 and 2 , and directly proportional to the number of dimensions. In other worde, as the number of training samples increases, the variances of our
estimates of $\hat{\sigma}_{1}^{2}$ and $\hat{\sigma}_{2}^{2}$ decrease, as expected. Also, as the number of dimensions is increased, the variances of the estimates increase.

Since we do not have the proxability density functions of $\hat{o}_{1}^{2}$ and $\hat{\sigma}_{2}^{2}$, we want to thi $\quad$ of a reasonable way to incorporate the effect of the number of training samples into our estimation of $\hat{\sigma}_{1}^{2}$ and $\hat{\sigma}_{2}^{2}$. We claim that a better estimation of the true variances $\sigma_{1}^{2}$ and $\sigma_{2}^{2}$ consists of our estimation of these variances, $\hat{\sigma}_{1}^{2}$ and $\hat{\sigma}_{2}^{2}$, plus some multiplicative factor of the standard deviations of these estimates, namely the square roots of $\operatorname{Var}\left(\hat{\sigma}_{1}^{2}\right)$ and $\operatorname{Var}\left(\hat{\sigma}_{2}^{2}\right)$, that were calculated above.

This multiplicative factor was chosen empirically. Experimental results in Chapter 4 show that the variance of the probability of error generally increases with increasing dimensionality, especially in the presence of a very limited training data set. Results also show that the probability of error is inversely proportional to the number of training samples. Moreover, it is very sensitive to the number of training samples in the cases where that number is not much greater than the number of dimensions.

Based on the above observations, the following empirical formula for the multiplicative factor was used:

$$
\begin{equation*}
M \cdot F=2 p^{2} /\left(n_{1} \cdot n_{2}\right) \tag{3.61}
\end{equation*}
$$

where $p$ is the number of dimensions $n_{1}$ and $n_{2}$ are as before.

The new procedure to calculate provability of error, becomes as follows:

1) Calculate $\hat{\eta}_{k r}, \hat{\eta}_{k s}, \dot{\sigma}_{k r}, \hat{\sigma}_{k s}$, from equations (3.31), (3.32), (3.35), and (3.36)
2) Update $\hat{\sigma}_{k r}^{2}$ and $\hat{\sigma}_{k s}^{2}$ as follows:
$\dot{\sigma}_{k r}^{2}(n e w)=\dot{\sigma}_{k r}^{2}(o 1 d)+\left(2 p^{2} / n_{1} \cdot n_{2}\right) \cdot\left(\operatorname{Var}\left(\hat{\sigma}_{k r}^{2}\right)\right)^{1 / 2}$
$\hat{\sigma}_{k s}^{2}(n e w)=\hat{\sigma}_{k s}^{2}(o 1 d)+\left(2 p^{2} / n_{1} \cdot n_{2}\right) \cdot\left(\operatorname{Var}\left(\hat{\sigma}_{k s}^{2}\right)\right)^{\frac{1}{2}}$
3) $\gamma_{k r}=1$ if $a_{k r} \geq 0.35$, and $\gamma_{k r}=0$ if $a_{k r}<0.35$. Similarly for $\gamma_{k s}$.
4) Calculate $\delta_{k r}, \delta_{k s}$, and $c_{k r}, c_{k s}$, from equations ( (3.43) - (3.46) ).
5) Calculate $p_{k}^{*}(t)$ and $D^{*}\left(d_{k}\right)$ from equations (3.47) and (3.49).
6) Calculate the probability of error from equations (3.59) and (3.60).

We are ready now to proceed to Chapter 4 , where suvferal experimental results are shown.

## CHAPTER 4

## EXPERIMENTAL RESULTS

### 4.1 Introduction

Some results on feature selection techniques will be presented first. Next, several experimental results illustrating the Hughes phenomenon are shown. Results comparing probabilities of error predicted by the proposed algorithm as a function of dimensionality as compared to experimental observations are then presented for aircraft and Landsat data. Results are obtained for both real and simulated data. Finally, two binary tree classification procedures that make use of the algorithm are presented to illustrate the usefulness of the procedure.

The Bayesian decision rule with assumptions of $0-1$ loss function, equal a priori probabilities, and multivariate normal distributions is used as the decision rule in all experiments when classification is involved.

Detailed training and test field descriptions for all the experiments conducted are found in Appendix F.

### 4.2 Experiments on Feature Selection Techniques

In this section, some experiments on different feature selection techniques are presented. The purpose of conducting these experiments is to choose an effective feature selection technique, particularly when dealing with a small number of training samples.

Experiment 4.1

Two classes of wheat and corn are selected from multispectral scanner (hereafter referred to as MSS or aircraft) data of the 1971 Flightline 210 from the Corn Blight Watch Experiment, and classified. The data was collected on August 13, 1971. Part of the selected data is used for training and a much larger portion is used for testing. The number of features used for classification varies from one to twelve, and the number of training samples for each class is chosen such that it is much higher than the number of features ( 265 samples for wheat, 569 samples for corn). A principle components (Karhunen-Loeve) transformation is applied to the data, and then three feature selection techniques are compared:

1) In the first feature selection method, the features are ordered according to the largest eigenvalues resulting from the $K-L$ expansion. This method, referred to hereafter as the $K-L$ ordering method,
assumes that the best reature is that which corresponds to the largest eigenvalue of the mixture covariance matrix of the whole data set, the second best corresponds to the second largest eigenvalue, ...etc. This ordering then imposes the condition that reature subset with lower dimensionality is always a subset of another with higher dimensionality. The method then depends on the eigenvalues of the mixture covariance matrix, and ignores any among-class variabilities.
2) The second feature selection technique method is referred to as the Transformed Divergence method (13). The transformed divergence, $D_{T}$, is defined as follows:

$$
\begin{equation*}
D_{T}=2000\left(1-e^{-D / 8}\right) \tag{4,1}
\end{equation*}
$$

where $D$ is the divergence of two normal distributions, and is defined as follows (12):

$$
\begin{align*}
D= & \frac{1}{2} \operatorname{tr}\left(\hat{\Sigma}_{1}-\hat{\Sigma}_{2}\right)\left(\hat{\Sigma}_{2}^{-1}-\hat{\Sigma}_{1}^{-1}\right) \\
& +\frac{1}{2}\left(\hat{M}_{1}-\hat{M}_{2}\right)^{T}\left(\hat{\Sigma}_{1}^{-1}+\hat{\Sigma}_{2}^{-1}\right)\left(\hat{M}_{1}-\hat{M}_{2}\right) \tag{4.2}
\end{align*}
$$

For a given dimensionality, the method chooses the feature subset with that dimensionality which gives the largest value of $D_{\text {re }}$ Unlike the $K-L$ method, a feature subset of lower iimensionality is not neces-
sarily a subset of another with higher dimensionality. This method is applied to the data after it has been $K-L$ transformed.
3) The third feature selection technique method used is the Bhattacharyya distance (16), defined by equation (2.9). In this method, a simultaneous diagonalization technique is applied to the covariance matrices of tine two classes (after a $K-L$ transformation of the datal, and the best feature is then selected as that which corresponds to the largest value of $B$ as defined by equation (2.10). The second largest is that which corresponds to the second largest $B$, and so on. As in the $K-L$ method, a feature subset of lower dimensionality is always a subset of one with higher dimensionality. The transpose of the eigenvector matrix obtained is then multiplied by the observation vectors to transform the data, the mean vectors and the covariance matrices are transformed, and the data classified.

Results are shown in Figure 4.1 , which plots the recognition accuracy ( $P_{c c} \%$ ) as a function of dimensionality. It is seen that of the three methods, the transformed divergence one gives the poorest performance. The $K-L$ method is better, but the best method is that obtained from the Bhattacharyya ordering, which saturates at a very low dimension-

Wheat and Corn, real date
(wheat-265 samples, corn-569 samples)


$$
\begin{aligned}
\text { Figure } 4.1 \quad & \text { Classification Results of Data in } \\
& \text { Experiment } 4.1 \text { Using Three Feature } \\
& \text { Selection Techniques. }
\end{aligned}
$$

ality. Note that as dimensionality increases, the three curves start approaching each other, until they all coincide When all features are used (The probability of error is invariant under any linear transformation).

Experiment 4.2

In this experiment, 20 samples each of wheat and corn are chosen randomly from the training samples of experiment 4.1. The test samples are the same in bothexperiments. Again, the same three feature selection techniques elaborated upcn above are used. Classification results are shown in Figure 4.2. Unlike the results in experiment 4.1, the Bhattacharyya ordering here gives the poorest results. Further, it does not exhibit a peaking effect, an effect that is expected when working with such a small number of training samples. The transformed divergence ordering does much better and does exhibit a peaking effect. However, it has a lot of fluctuations. The $K-L$ ordering, on the other hand, while giving slightly poorer results than transformed divergence at low dimensionality, is better than the other two techniques at high dimensionality and has less fluctuations.


[^0]Experiment $4 \cdot \underline{3}$

Another two classes, corn and forest, are selected from the same data set described in experiment 4.1. Again, 20 samples per class are chosen randomy from a larger set of training samples, and the three feature selection techniques are compared. Results appear in Figure 4.3

Again, we notice that the Bhattacharyya ordering does poorer than the other two techniques, and does not exhibit a peaking effect. Transformed divergence gives better results, but again has a lot of fluctuations. The K-L ordering is superior to both, and has less fluctuations.

It should be noted again that the $K-L$ ordering we used is based over the full data set. It is dependent on the mixture covariance matrix of the full data set, and thus ignores any between class variabilities resulting from differences between class covariance matrices. Because it is always dependent on the full data set, the number of training samples used to estimate the mixture covariance mtrix is almost always large, and hence a good estimate is obtained.

The Bhattacharyya ordering used, on the other hand, although it takes into account between class variabilities, depends heavily on the number of training samples used to estimate the individual covariance matrices of the classes at hand. Thus, as the number of training samples decreases,

## Corn and Forest, simulated date <br> (20 samples each)
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\text { Figure } 4.3 & \text { Classification Results of Data } \\
& \text { in Experiment } 4.3 \text { Using Three } \\
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```
poorer estimates of the covariance matrices are obtained,
leading to poorer transformations.
```

It appears that the transformation obtained from the simultaneous diagonalization technique is very sensitive to the number of training samples used to estimate the statistics of the classes at hand. While it produces superior results when there are enough samples, it fails to do so when the training samples are limited.

Indeed, $W$ (50) published results in which he showed that the divergence criterinn breaks down when the number of training samples is small, and no longer is an effective predictor of accuracy.

The $K-L$ ordering, while ignoring the among-class variabilities in the scene, is only dependent on the number of data points in the data set used to approximate the mixture covariance matrix, but is otherwise independent of the number of training samples used. Thus, while sacrificing the information we get about the variability between classes in the set, experimental results show that this sacrifice is more than warranted when dealing with a small number of training samples. While not claiming that the $K-L$ ordering gives the optimal results, we think it is a very effective procedure $i$ i. the presence of few training samples, that is not surpassed by any other procedure that we know of, given the circumstances above.

Based on the above, and on the fact that the $K-L$ ordering is a very efficient technique in that it reduces the number of permutations of features that have to be searched through to only the number of features present, it will be used as a feature selection technique throughout the remainder of the experiments.

### 4.3 Experiments on the Hughes Phenomenon

In this section, some experimental results that illustrate the Hughes phenomenon will be presented. The objectives of conducting these experiments are $t$ demonstrate the existence of this phenomenon in remote sensing applications, and to verify the hypothetical explanation of it. Experiments will be performed on aircraft and Landsat data, both simulated and real. In all the following experiments, no results are obtained for the dimansionality of one. Tabulated classification results are found in Appendix D.

## Experiment 4. 4

The data set described in experiment 4.1 is simulated using the algorithm described in section 2.4. Two classes, corn and forest, are selected and 500 training samples are chosen for each class. A larger, mutually exclusive set is
used for testing. The K-L method is used in ordering the features, and the data selected is classified using the best 2,3,4,... , 12 features. Subsequently, 5 training sets are randomly chosen from the larger training set, each set having 20 samples per c.ass of corn and forest. The five sets are classified, using the same test fields above, and the average classification accuracy, (sometimes referred to as the probability of correct classification, or $P_{c c}$ ), is calculated for each subset of features. Another 5 training sets are then randomly chosen, this time with 13 samples per class of corn and furest (The minimum number of samples possible for 12 features without getting singular covariance matrices). Agafn, the 5 sets are classified and the average classification accuracy is calculated for each feature subset. The results are then plotted in Figure 4.4.

Looking at Figure 4.4, it is seen that when the number of training samples is adequate, as in the 500 samples per class case, the probability of correct classification is a monotonically non-decreasing function of dimensionality. Since in a $k-L$ ordering, the information is concentrated in the first few channels, we notice that after the best 5 features, the recognition accuracy tends to saturate.

When the number of training samples per class drops to 20, however, we see that not only does the accuracy drop from the 500 samples case, but also it exhibits a slight Hughes phenomenon. Although the carve has a maximum at


[^1]dimensionality $3, \quad$ it is approximately constant until the best 10 features, after whichit starts decreasing, even though slightly.

The 13 samples per class case offers a dramatic change from the two other curves. There is a clear peaking effect here, with the curve reaching a maximum at dimensionality 5 , after which it drops drastically.

The results conform with the hypothetical curves of Figures 2.1 and 2.2. The 20 samples and 13 samples curves can be made smoother if more than 5 sets are averaged, and hence we should look at them with the idea in mind that these are o.ily approximations of what the true curves look like. However, the trend these curves point to is clear. In the presence of a limited set of training samples, an increase in dimensionality can result in a decrease in the classification accuracy, with this effect disappearing as the number of training samples increases.

## Experiment $4 . \underline{5}$

The same aircraft data set as that used in experiment 4.1 is used, but without any simulation. 400 samples each of corn and forest are selected for tra*ning, and a larger, separate set is used for testing. Again, 5 different training sets of 20 and 13 samples per class are randomly chosen
from the original training set and classified. The average classification results for each feature subset are calcur. lated and plotted. Results appear in Figure 4.5.

The curves in Figure 4.5 are not as smooth as they are in Figure 4.4. This is attributed to the fact that we are working with real data, which dces not as well satisfy the assumptions we make as the simulated data does. Still, the curve with the 13 samples does generally poorer than the other two curves and drops dramatically in accuracy, whereas the 400 samples curve appears to saturate almost from the start. The 20 samples curve appears to have a slight peaking effect, although the curve is very noisy.

Experiment $4 \cdot 6$

The data set used in this experinent is obtained from Landsat, flown over Henry County, Indiana. To obtain a data set with more than the 4 features available from Landsat on any particular date, four data sets flown over the site at different times are used. The dates the data was collected on are: June 9, July 16, August 20, and September 26, all in 1978. The data is concatenated, and a $K-L$ transformation was performed on it. Simulated data, more precisely meeting such assumptions as normality is generated, and the first 1? channels are used for classification. We will refer to this data as multitemporal data to indicate that it is collected over different times.

## Aircraft, real data



[^2]Two classes, corn and soybeans, are selected with 250 samples per class for training, and a larger independent set. for testing. Again, 5 different training sets of 20 and 13 samples per class are chosen from the original training set and classified. iesults are averaged and plotted in Figure 4.6.

The same results obtained in the previous two experiments are again evident. Note that even with 20 or 13 samples per class, the accuracy obtained is very close to that obtained by using all the available training samples. This is due to the fact that the two classes chosen are highly separable and thus are easily distinguishible even when using a small number of training samples to estimate their statistics.

Experiment 4.7

The same data set as experiment 4.6 is used, but without any simulation. Two classes, corn ard soybeans, are selected with 250 samples per class used $\quad$ training, and a larger, separate, set for testing. Again, 5 different training sets of 20 and 13 samples per class are randomly chosen from the original training set and classified. Results are averaged and plotted in Figure 4.7.

## Landsat, multitemporal, simulated dats


$\begin{aligned} \text { Figure } 4.6 & \text { Experimental Classification Results } \\ & \text { of Landsat, Multitemporal, Simulated } \\ & \text { Data Using Different Numbers of } \\ & \text { Training Samples. }\end{aligned}$

## Landsat, multitemporal, real dato



[^3]The same observations aticed in the three previous experiments apply here. There is a drastic drop in accuracy when 13 samples are used, a sifght one when co samples are used, and no drop when 250 samples are used.

Summarizing the results of the last four experiments, we see ihat there is a definite Hughes phenomenon in the presence of a limited number of training samples compared to the number of features used. Further, as the number of samples increases, the accuracy for any given dimensionality increases, and the peak in the curve shifts to the right, i.e., the peaking effect takes place at a higher dimensionality, as is seen in Figures 4.4-4.7.

Studying Figures $4,4-4.7$ reveals that the region between 13 samples and 20 samples is a very sensitive one when working with a maximum dimensionality of 12 . While tnere is a sharp decline in accuracy at 13 samples per class, Lhere is only a slight one at 20 samples per class. Another point to note is that the 20 and 13 samples are chosen from spectrally homogeneous classes, and so very large number of samples is not needed to estimate , he statistics of these classes. In a practical situation, the 20 and 13 samples curves might not be as close to the curves with large numbers of training samples as they are in these experiments.

The results of the last four experiments were a factor in choosing the empirical formula, or equation (3.61), discussed in Section 3.2.3. A formula was sought that takes the sensitivity in the number of training samples into account, as well as other factors that were discussed earlier.
4.4 Experiments Comparing Algorithm and Experimental
Results

In this section, several experiments will be conducted to assess the performance of the proposed algorithm. Again. aircraft and Landsat data are used, both simulated and real, and the number of training samples used will be varied. But first, we will reproduce the results obtaired by Fukunaga and Krile (64) to verify the validity of the algorithm.

Experiment 4. 8

The data set used by Fukunaga and Krile is described in detail in Marill and Green (12). The data is simulated, has two classes and eight features. Each class has 200 training samples, and both the exact, or true, and the algorithm recognition rates are calculated. The true recognition rates are not calculated again in here, but are reproduced from Fukunaga and Krile, who used numerical integration to arrive at them.

Two methods used by Fukunaga and Krile are employed here: The normal assumption, discussed briefly in Section 3.2.1, and the modified gamma assumption, discussed in Section 3.2.2 and used throughout this research. The Bhattacharyya distance was used by Fukunaga and Krile, and although we have shown it to have limitations, it is used as a criterion for ordering the features. Results appear in Figure 4.8.

The results show that the modified gama assumption method is a reasonable approximation of the true probability of correct classification. The normal assumption, though, does not give a good approximation of $P_{c c}$, and hence it is not further used.

While in this experiment, the modified gamma assumption is compared to the true probability of error, in actual practice the true probability of error cannot be calculated because the underlying distributions are not known. Therefore, in the following experiments, the proposed algorithm is compared to an average of five classifications obtained from five different training sets having the same number of training samples. This average classification serves as an estimate of the "true" error surve. This fact should be remembered as the experimental curves that are obtained are not as "smooth" as what the true curves would be expected to


[^4]be. The alporithm curves, on the other hand, being dependent, among other things, on the number of training samples in an averape way, are expected to be "smoother" than the experimatal ones.

Before we embark on studying the next experiments, it is appropriate at this point to look at a flowchart describing the modified algorithm that is proposed. This is shown in Figure 4.9 . This figure is to be compared to Figure 3.2, or Fukunaga and Krile's algorithm, to see the changes that are made.

Experiment 4.9 (Aircraft, Simulated Data, 20 Samples per Class)

The simulated, aircraft data set used in Experiment 4.4 is unod here. Two classes, corn and forest, are used. The experimentai, 20 samples per class curve, in Figure 4.4 is plotted again in Figure 4.10 , together with the approximation to the probability of correct classification predicted by the proposed alporithm. Also plotted in Figure 4.10 are the standard devations for each feature subset of the five different classifications performed.

We see that the algorithm is a good approximation to the experimental curve. The approximation is not as good at lower dimpnsionalities as it is at higher ones, because the


Figure 4.9 A Flowchart of the Modified ilgorithm.

## Aircraft, simulated data <br> (20 samples/class)
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$$
C-2
$$

assumptions the algorithm makes are better at higher dimensionalities. However, the two curves do peak at the same dimensionality, 3 , but more importantly, they have a similar shape. Both remain relatively constant for a while and then start decreasing at about the dimensionality of 8 .

Examining the standard deviations of $P$ cc it is observed that in general they have an increasing trend as the dimensionality increases. Put in other words, the curves indioate that the variance of the probability of error secm $L \circ$ increase with increasing dimensionality. This agrees with the hypothetical explanation given of the Hughes phenomenon, namely that the accuracy of the estimated statistics decreases with increasing dimensionality (i.e. becoming more random and hence increasing the variance of error) and that when this effect outweighs the increase in separability between classes due to increasing dimensionality, a peaking effect is observed. As the number of samples is decreased, larger increases in the variance of error are expected.

Experiment 4. 10 (Aircraft, Simulated Data, 13 Samples per Class)

The same example used in Experiment 4.9 is used again, but with 13 samples per class used for training. The exper-
imental curve of Experiment 4.4 in reproduced, topether with the curve predicted by the algorithm. The standard deviation of Pre is apain plotted. Results appear in Firure 4.11.

Again, the curve predicted by the algorithm is a better approximation of the experimental curve at high dimensionality. The experimental curve, however, is not very aensjtive to dimensionali:y at lower values, and thus a small ambiguity in where the peak ocours can be afforded. Still, both curves predict a peak at 3. The standard deviation of the error again has an increasing trend as dimensionality increases.

Experiment 4.11 (Aircraft, Real Data, 20 Samples per Class)

The example used in Experiment 4.5 is repeated. Arain, two elasses are used, corn and forest, from the aircraft, real data set. Twenty samples per class are used for training, and five different sets of training samples are olassified and averaged. The average is then compared to the alporithm performance. Results appear in Figure 4.12 .

The experimental curve has a lot of error variance as can be seen from the ourve and does not seem to be following any general pattern, although it starts consistently decreasing after dimersionality 9. It is interesting to

Aircraft, simulated data
( 13 samples/class)


Figure 4.11 Classification Results of Aircraft, Simulated Data, Using 13 Samples per Class.

## Aircraft, real data

(20 samples/class)


Figure 4. 12 Classification Results of Aircraft, Real Data, Using 20 Sampes per Class.
compare this curve with Figure 4.10, where the same conditions exist with the exception that the data is simulated. Because simulated data satisfies the assumptions made about the distributions of classes, it produces results that conform more with theory than real data does. The algorithm performance appears to be closer to what is expected, although in this case it does not quite follow the experimental curve. This "randomess" of the experimental curve is made more evident from looking at the standard deviations of Pce, which do not seem to follow any general pattern and are all relatively large. This is a clear example of a case where deviations from the assumptions may obscure the action of a new proposed alrorithm.

Experiment 4.12 (Aircraft, Real Data, 13 Samples per Class)

The same example used in Experiment 4.11 is used here, with 13 samples per class for training. Results are shown in Figure 4.13.

Experimental and algorithm results here are very close. Both peak at 3, and both are very close at high dimensionaltities. The standard deytations of the errors are also increasing in general, particularly at high dimensionality. It is interesting to note that the standard deviation in almost all of the above four experiments starts increasing

Aircraft, real data
(13 samples/class)


Figure 4.13 Classification Results of Aircraft, Real Data, Using 13 Samples per Class.
notably at about the same place the probability of correct classification starts dropping sharply. This supports the idea that at these dimensionalities, the randoness in the estimated statistics is so large that it pulis the curve down.

Experiment 4.13 (Landsat, Multitemporal, Simulated Data, 20 Samples per Class)

The data set used in this experiment is the same as that used in Experiment 4.6. It is obtained from landsat, with four dates concatenated so that more features are presented. The 20 samples per class curve of Figure 4.6 is reproduced in Figure 4.14 , together with the curve predicted by the algorithm.

The algorithm curve seems to drop in accuracy faster than the experimental curve, but both peak at around 4. The standard deviation of error also increases as more features are used.

Experiment 4. 14 (Landsat, Multitemporal, Simulated Data, 13 Samples per Class)

The same data set used in Experiment 4.13 is used, but with 13 samples per class for training. Results appear in

## Landsat, mulitemporal, simulated data (20 samples/class)
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#### Abstract

Figure 4.15. The increase in the variance of error with increasing dimensionality is very noticeable here. Again, the same observations apply, with both curves starting to drop in accuracy at the dimensionality of 4.


Experiment 4. 15 (Landsat, Multitemporal, Real Data, 20 Samples per Class)

The Landsat data set is again used, but without any simulation. 20 samples per class are used for training, classification results are averaged and plotted in figure 4.16.

While the algorithm predicts a somewhat better performance than the experimental curve, both have the same shape, and both are fairly constant until the first 7 or 8 features. This is due to the fact that the two classes in this set, corn and soybeans, are largely separable and hence the increase in the variance of the error with increasing dimensionality does not outweigh the large separability effect between these two classes.

Landsat, mulfitemporal, simulated data
(13 samples/class)


Figure 4. 15 Classification Results of Landsat, Multitemporal, Simulated Data, Using 13 Samples per Class.

Landsaf, multitemporal, real dats (20 samples/class)


Figure 4.16 Classification Results of Landsat, Multitemporal, Real Data, Using 20 Samples per class.

Experiment 4.16 (Landsat, Multitemporal, Real Data, 13 Samples per Class)

The Landsat, real data set is used in this experiment with 13 samples per class for training. Results are shown in Figure 4.17. The two curves have the samp shape, and peak at the same place, 4, although agair the algorithm prediots a better performance than does the experimental curve. The variance of error is again seen to be increasing with the number of ieatures used.

To summarize the results of the last eight experiments (4.9-4.16), the probabilities of error predicted by the proposed algorithy as a function of dimensionality as compared to experimental observations are shown for aircraft and Landsat data. Resuits are obtained for Doth simulated and real data, using 20 and 13 samples per class for training. For each case, five different training sets are usec, and classification results are averaged over these five sets. The standard deviations of errors for each feature subset are also plotted.

Results indicate that the algorithm predicts in most of the cases the best, or near best, subset of features to be used. While not always predicting closely the actual clas-


$$
\begin{array}{cl}
\text { Figure } 4.17 & \text { Classification Results of Landsat, } \\
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sirication accuracies obtained from the experimental average curve, it has in most of the cases the same shape as the experimental curve and seems to follow any trends in performance that the experimental curve undertakes. Since the objective behind the algorithm is to predict the best feature dimensionality and specific subset to be used in classification rather than to predict the probability of error itself, the fact that the algorithm does not always accurately predict this probability of error is not of serious concern.

Ihe standard deviations plotted seem to indicate that in general, an increase in dimansionality results in an increase in the variance of error, that increase becoming highly noticeable at high dimensionality, when the randomness in the estimated statistics, given a limited set of training samples, is large.

The next step is to incorporate this algorithm in a binary tree classification procedure, using more than two classes, and assess its performance. This is done in Section 4.5.
4.5 Experiments on a Binary Tree Classirication Procodure

In this section, two data sets will be ciassified in a binary tree classification procedure, using the proposed algorithm to predict the optimal features at every node.

A complete design of a binary tree classification procedure should address the problem of how to separate the nodes in the tree effectively. Seprations should be sought that lead to meaningful classes at the intermediate and terminal nodes. This problem should be thoroughly studied before a solution can be arrived at.

It is not the purpose of this research to address this problem in any detail. Therefore, no attempt has been made nere to dictate a particular procedure or clajm any optimal, or cysse to optimal, one. The procedure that will be used is heuristic, the purpose of conducting the next two oxperimentis is to illustrate the usefuleness of the proposed algorithm in predicting the optimal features to be used at every node. The problem of how to separate the nodes is left as a topic for future research.

Experiment 4.17

The Landsat, multitemporal, real data set used in Experiment 4.6 is used here again. Three informational
classes exist in the scene: corn, soybeans, and other. 13 samples per class are used for training, creating spectral classes. The reason this is done is that in actual practice situations, it is almost impossible to distinguish spertral classes with only 13 training samples per class. A much larger, separate, set is used for testing (all training and test, field descriptions are round in Appendix F). The binary tree is constructed by using a bottom-up procedure, combining the most separable classes. The criterion for measuring separability is that used by Whitsict (9), and is defined as follows:

$$
\begin{equation*}
\mathrm{D}_{\text {erf }}=\operatorname{erf((2B)^{1/2})} \tag{4.3}
\end{equation*}
$$

where $B$ is tre Bhattacharyya distance and erf (.) is the gaussian error function. Whitsitt found that this measure is less ambiguous and more linear than the measure $B$. The measure is calculated using the first 12 features after a Karhunen-Loeve expansion was performed on the data. After the tree is constructed this way, the proposed algorithm was used to predict the optimal features to be used at every node.

The binary tree that resulted from the above procedure is shown in Figure 4.18. The algorithm predicts an optimal feature subset of 4 at the kop, and a subset of 2 at the intermediate node. These appear below each node. Inside the node, the classes present are shown together with the total number of training samples present.

## Landsat, multitemporal, real data

 (13 samples/class)

[^5]A single-stage classification is then performed on the data using feature subsets of 2 to 12. This is done to compare the performance of the binany tree procedure to that of each of the feature subsets.

Results are plotted in Figure 4.19. The classification result obtained from the binary tree procedure is drawn in a dotted line across the page only to compare against the sin-gle-stage curve, and does not imply that all the feature subsets were used, or that the classification result is the same for all feature subsets.

The results indicate that using three classes, the sin-gle-stage curve has a peak at 4 , and that by using all twelve features, the result is much poorer. The binary tree procedure, on the other hand, results in a classification accuracy that is almost as good as the best result obtained from using the best feature subset (which is unknown in an actual practice situation) in a single-stage classification. Thus, it appears that the algorithm is effective in predicting the best features to be used at each node.

Experiment 4.18

The aircraft, real data set used in Experiment 4.1 is ased here. The data set has seven informational classes.

Lendsat, multitemporal, real data ( 3 classes, 13 samples/class)
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In this experiment, supervised clustering (discussed in section 1.2 .1 ) is used to get 9 spectral classes, using an adequate number of training samples per class. 13 samples per class were then randomly chosen from the larger training set so that it is known that each set of these samples comes from one spectral class. The bottom-up procedure described in Experiment 4.17 was then used to build the binary tree, with the exception of class water, which was separated from the other classes at the beginning, as water has been known rrom experience to have spectral properties that are much different from other agricultural classes. The proposed algorithm is then used to predict the best features at each node. A single-stage classification is performed using feature subsets of 2 to 12 , and then the same statistics were used in the binary tree classification procedure.

The resulting tree appears in Figure 4.20. Figure 4.21 shows the classification results obtained from the singlestage and the binary tree classifiers.

The binary tree procedure, using the proposed algcrithm, performs better than any feature subset does in a in-gle-stage procedure. The Hughes phenomenom is very evident here, as the overall classification accuracy for seven informational classes (9 spectral) drops sharply from a high of $69.4 \%$ to a low of $43.0 \%$.


Figure 4. 20 Binary Tree Design Structure of Aircraft, Real Data, Using 13 Training Samples per Class.

Aircraft, real data (9 classes, 13 samples/class)


Figure 4.21 Single-Stage and Binary Tree Classification Results of Aircraft, Real Data, Using 13 Training Samples per Class.

Summarizing the results of the last two experiments, the proposed algorithm is shown to be effective in predicting reature subsets that lead to the maximum, or near maxiinum, accuracy possible using the Karhunen-Loeve expansion for ordering the features.

It is worthwhile to note that common belief is that few reatures need be used at the top of the tree to separate classes, and more features need be used deeper in the tree to distinguish between somewhat inseparable classes. However, if there are inadequate training samples present, then the number of training samples towards the bottom of the tree is less than that towards the tor. Hence, less features should be used at the bottom to avoid the Hughes phenomenon. This is evident in the last two examples, particularly in Figure 4.20 , where many features are used at the top, but only few at the bottom.

One point also worth mentioning is that in situations Where a node is divided into two nodes of unequal training samples, one of them might have inadequate training samples while the other might have adequate ones. This situation is illustrated in Figure 4.20 , where the top node is divided into water, and everything else. In this case, the number of features used is "intermediate", depending on the effect
of the degradation in the accuracy of the estimated statistics of the node with the inadequate number of training samples.

## CHAPTER 5

## SUMMARY ANE CONCLUSIONS

### 5.1 Summary of Results

The purpose of this research has been to develop an error estimator that will predict when/if the Hughes phenomenon occurs in multispectral data. Several significant results were arrived at and are summarized below.

The probability of error was studied through the likelihood ratio function, which offered the convenience of working with a one- dimensional variable, regardiess of the number of features used in estimating the training statistics. An algorithm was then developed to estimate the statistics of this function, taking into account the number of training samples ujed to estimate these statistics. Several theoretical and experimental results were obtained on the Hughes phenomenon. These showed the deperdency of the probability of error on the number of training samples and features used. The algorithm developed in Chapter 3 was shown io predict a suitable feature subset to be used at each node in a binary tree procedure. The algorithm was tested in

Chapter 4 by comparing it to experimentel observations under different conditions, and was utilized in two binary tree classification procedures to demonstrate its practicality.

Some resulto were also shown, demonstrating the usefuleness of the $K-L$ expansion over the whole data sit in ordering features in the presence of limited set of training samples. The procedure is used extensively in the research, and appears to have less variablity than other procedures under the conditions given.

Certain parts of the algorithm developed are heuristic in nature. Reasons why more theorecical solutions were not pursued were explained. These heuristic procedures often raise difficulty in verifying the validity of the algorithm strategy. The basic point is that when both a practical solution and theoretical perfection cannot be achieved simultaneously, one tends tr choose the former. Experimental results in Chapter 4 demonstrated that the algorithm can be used practically to yield optimal, or near optimal, results.

### 5.2 Suggestions for Further Research

The main objective behind developing the error algorithm is to use it as a feature selection technique in a mul-ti-stage classification procedure. In particular, the algorithm was developed to be used in a binary tree procedure, The design of such a procedure requires, in addition
to choosing the optimal features at each node, an effective design of separating the nodes. This question was only addressed superficially in this research, and could serve as a tonic for another research project. An effective design for separating the nodes, coupled with the developed algorithm to choose the features, should lead to much higher accuracies than a single-stage classifier.

Several strategies deveioped in the research were heuristic in nature. Appendix $B$ addresses the problem of why it is difficult to theoretically calculate the probability density function of the variances of the likelihood ratio function given either class one or two. If such a derivation is made possible, a much better and clearer idea will be obtained on how the variance of the likelihood ratio function is affected by the number of training samples, and the error algorithm can be made to more accurately predict the probability of error in the presence of a limited number of training samples.

The $K-L$ expansion was used extensively as a feature selection technique in the presence of few training samples. This was based on experimental observations, but necessarily meant sacrificing the information found from the between classes variablity. A more detailed study of the relation of several feature selection techniques to the number of training samples can be very helpful.
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APPENDICES

## Appendix A

## Generation of Normally Distributed Samples

Let $U_{1}$ and $U_{2}$ be two random varlables independent and identically distributed Uniform $(0,1)$. Then, let

$$
\begin{align*}
& z_{1}=\left(-2 \ln U_{1}\right)^{\frac{1}{2}} \cos 2 \pi U_{2}  \tag{A.i}\\
& z_{2}=\left(-2 \ln U_{1}\right)^{\frac{1}{2}} \sin 2 \pi U_{2} \tag{A.2}
\end{align*}
$$

then $Z_{1}$ and $Z_{2}$ are independent and identically distributed normal ( 0,1 ).

## Proof:

$$
f\left(U_{1}, U_{2}\right)= \begin{cases}1 & 0<U_{1}<1,0<U_{2}<1  \tag{1.3}\\ 0 & \text { otherwise }\end{cases}
$$

is the probability density function of two independent uniforms.

$$
\begin{align*}
& \left.u_{1}=\exp \left[-\frac{1}{2}^{\left(7_{1}\right.}{ }^{2}+z_{2}{ }^{2}\right)\right]  \tag{AB}\\
& u_{2}=\frac{1}{2^{\eta}} \arctan \left(\frac{y_{2}}{z_{1}}\right) \tag{AD}
\end{align*}
$$

The jacobian of the transformation is:

$$
\begin{aligned}
& J=-\frac{1}{2 \pi} \exp \left[-\frac{1}{2}\left(z_{1}{ }^{2}+z_{2}^{2}\right)\right] \\
& f\left(z_{1}, z_{2}\right)=f\left(u_{1}, U_{2}\right) \cdot|J|
\end{aligned}
$$

$$
=\frac{1}{2 \pi} \exp \left[-\frac{1}{2}\left(z_{1}^{2}+z_{2}^{2}\right)\right] \quad 0<\exp \left[-1_{2}\left(z_{1}^{2}+z_{2}^{2}\right)\right]<1
$$

$$
\begin{equation*}
0<\frac{1}{\pi} \arctan \left(\frac{Z_{2}}{2_{1}}\right)<1 \tag{A.6}
\end{equation*}
$$

$=0$ otherwise

$$
f\left(z_{1}\right) \sim N(0,1) \quad f\left(z_{2}\right) \sim N(0,1)
$$

The side conditions give $-\infty<Z_{1}<\infty, \quad-\infty<Z_{2}<\infty$. Strictly speaking, $Z_{1}$ cannot equal zero; however, prob( $Z_{1}=$ 0 ) $=0$ as we are working with continuous densities.

To test the effectiveness of the pseudo random vectors ir the multivariate case, random vectors distributed $N\left(0, I_{p}\right)$ were generated and then tested with a Kolmogorov-Smirnov test. Since the multivariate normal cdr is difficult to evaluate, the sum of squares was calculated and compared to the $x_{p}{ }^{2}$ distribution.

For sample sizes greater than 100, the pseudo random vectors were distributed properly. For sample sizes less than 100 , the $\mathrm{K}-\mathrm{S}$ test is not valid. Since we wouid generaily (over an entire area) be working with more than 100 points per class, this was not pursued further.

In addition, the sample covariance matrices were tested for homogeneity against the true class statistics. For sample runs of up to 2000 points, there were not significant differences at the $\alpha=0.10$ level.

## Appendix B

On The Probability Density Functions

$$
\text { of } \hat{o}_{1}^{2} \text { and } \hat{\sigma}_{2}^{2}
$$

Let us look at the expressions for $\hat{Z}_{1}^{2}$ and $\hat{\sigma}_{2}^{2}$. From (3.55) and (3.58), we have:

$$
\begin{align*}
& \hat{\sigma}_{1}^{2}=2\left(\operatorname{tr}\left(I-\hat{\Sigma}_{2}^{-1} \hat{\Sigma}_{1}\right)^{2}+2 \hat{m}_{2} \hat{\Sigma}_{2}^{-1} \hat{\Sigma}_{1} \hat{\Sigma}_{2}^{-1} \hat{m}_{2}\right)  \tag{B.1}\\
& \hat{o}_{2}^{2}=2\left(\operatorname{tr}\left(\hat{\Sigma}_{1}-1 \hat{\Sigma}_{2}-1\right)^{2}+2 \hat{m}_{2} \hat{\Sigma}_{1}^{-1} \hat{\Sigma}_{2} \hat{\Sigma}_{1}^{-1} \hat{m}_{2}\right) \tag{1.2}
\end{align*}
$$

To be able to calculate the probability density fundtons of $\hat{\sigma}_{1}^{2}$ and $\hat{\sigma}_{2}^{2}$, one has to know those of $\hat{m}_{2}, \hat{\Sigma}_{1}, \hat{\Sigma}_{1}^{-1}, \hat{\Sigma}_{2}$, and $\hat{\Sigma}_{2}^{-1}$.

Before we proceed, we make the following assumptions:

1. $\hat{M}_{1}$ and $\hat{M}_{2}$, the means of the two classes at hand are constant. Experience has shown that one can estimate these two quantities relatively accurately with a small number of training samples. Henceforth, we will assume $\hat{m}_{2} \quad\left(=\hat{M}_{1}-\hat{M}_{2}\right)$ to be constant and not a random variable.
2. $\dot{\dot{\Sigma}}$ : and $\dot{\Sigma}_{2}$ are independent. We will ignore any reiationships that might exist between the covariat: se matrices of the two classes.

Theorem B.:
$\hat{\Sigma}_{1}, \dot{\Sigma}_{2}$ are each Wishart distributed with parameters $\frac{1}{n_{1}} \Sigma_{1}, n_{1}$ and $\frac{1}{n_{2}} \Sigma_{2}$, $n_{2}$ respectively, where $n_{1}=N_{1}-1$ and $N_{1}$ is the number of samples used in estimating $\Sigma_{i}$

Proof

See (B.1),pp.159.

Thus, $\hat{\Sigma}_{i}, i=1,2$, has the following Wishart distribusion:
where $p$ is the number of dimensions.
Theorem B. 2
$\hat{\Sigma}_{i}^{-1}$ is again Wishart distributed with parameters $\frac{1}{n_{i}} \hat{\Sigma}_{i}^{-1}$, $n_{i}$.

Proof

## Theorem B. 3

If $A$ is distributed according to Wishart, $W(E, n)$, then
 $C$ C $\mathrm{C}^{\mathrm{T}}$.

## Proof

See (B.1),pp.162.

From the above theorems, we see that $\hat{\Sigma}_{1}, \hat{\Sigma}_{2}, \hat{\Sigma}_{1}^{-}$, and $\hat{\Gamma}_{2}^{-1}$ are Wishart distributed. Further, as $\hat{\Sigma}_{1}$ is transformed into the identity matrix $I$, and $\hat{\Sigma}_{2}$ is transformed into a diagonal matrix $\Lambda$, the new covariance matrices are also Wishart distributed. Hence, $\hat{\Sigma}_{1}$ is transformed into a diagonal matrix $I$ that is distributed $W\left(1 / n_{1} I, n_{1}\right)$. We will call the diagonal elements of this matrix $\hat{\gamma}_{1}$. Similarly, $\hat{\varepsilon}_{2}$ is transformed into a diagonal matrix $\hat{\Lambda}$, that is distributed $W\left(1 / n_{2} \Lambda, n_{2}\right)$. We will call the diagonal elements of this matrix $\hat{\lambda}_{i} \hat{\Sigma}_{1}^{-1}$ is transformed into a diagonal matrix $\hat{I}^{-1}$ distributed $W\left(1 / n_{1} I, n_{1}\right)$, and $\hat{\Sigma}_{2}^{-1}$ is transformed into a diagonal matrix $A^{-1}$ distributed $W\left(1 / n_{2} n, n_{2}\right)$.

Thus, after applying the simultaneous diagonalization transformation, $\hat{\sigma}_{1}^{2}$ and $\hat{\sigma}_{2}^{2}$ become:

$$
\begin{align*}
& \hat{o}_{1}^{2}=2{\underset{i}{i=1}}_{p}^{p}\left(1-\hat{Y}_{i}+\frac{\hat{Y}_{1}^{2}}{\hat{\lambda}_{i}^{2}}+2{d_{i}}^{2 \hat{\gamma}_{i}}{\hat{\hat{\lambda}_{1}}}_{2}\right)  \tag{B.4}\\
& \hat{\sigma}_{2}^{2}=2 \sum_{i=1}^{p}\left(\frac{\hat{\lambda}_{i}^{2}}{\hat{\gamma}_{i}}-2 \frac{\hat{\lambda}_{i}}{\hat{\gamma}_{1}}+2 d_{i}^{2} \frac{\hat{\lambda}_{1}}{\hat{\gamma}_{i}}+1\right) \tag{B.5}
\end{align*}
$$

Note that equations (B.4) and (B.5) are modified varsion of equations (3.53) and (3.56).

We now look at the probability density functions of the one-dimensional elements $\hat{\lambda}_{1}$ and $\hat{\gamma}_{1}$.

Theorem B. $\underline{4}$

If $\Sigma_{i f}=0$ for $i \neq j$, and if $A$ is distributed according to $W(\Sigma, n)$, then $A_{11}, A_{22}, \ldots, A_{p p}$ are independently distribute and $A_{j j}$ is distributed according to $W\left(\Sigma_{j j}, n\right)$. Proof

See (B.1),pp.163.

Therefore, $\hat{\lambda}_{1}, \ldots . \hat{\lambda}_{p}$ are each distributed $W\left(\frac{\lambda_{1}}{n_{2}}, n_{2}\right)$ and $\hat{\gamma}_{1}, \ldots, \hat{\gamma}_{p}$ are each distributed $W\left(1 / m_{1}, m_{1}\right)$. Hence, ${ }^{2}$

$$
\hat{r}_{1} \imath \begin{cases}\frac{\hat{r}_{1}^{\left(n_{1}-2\right) / 2}}{} \frac{\exp \left(-\frac{1}{2} n_{1} \hat{r}_{1}\right)\left(n_{1} / 2\right)^{n_{1} / 2}}{r\left(n_{1} / 2\right)} & \hat{r}_{i}>0  \tag{B.6}\\ 0 & \hat{r}_{1}<0\end{cases}
$$

A similar expression exists for $\hat{\gamma}_{i}^{-1}$, with $\dot{\gamma}_{i}$ replaced by $\hat{r}_{i}^{-1}$.

$$
\hat{\lambda}_{1} \sim \begin{cases}\frac{\hat{\lambda}_{1}^{\left(n_{2}-2\right) / 2} \exp \left(-\frac{1}{2} n_{2} \hat{\lambda}_{1} / \lambda_{1}\right)\left(n_{2} / 2\right)^{n_{2} / 2}}{r\left(n_{2} / 2\right) \lambda_{1} n_{2} / 2} & \hat{\lambda}_{1}>0 \\ 0 & (B, 7)\end{cases}
$$

A similar expression exists for $\hat{\lambda}_{i}^{-1}$, with $\hat{\lambda}_{1}, \lambda_{i}$ replaced by $\hat{\lambda}_{i}^{-1}, \lambda_{i}^{-1}$.

Looking at equations (B.5) and (B.6), we see that even though we know the individual distributions of $\hat{\lambda}_{1}$ and $\hat{\gamma}_{1}$, the calculation of the densities of $\hat{\sigma}_{\alpha}^{2}$ and $\hat{\sigma}_{2}^{2}$ is still a very involved and difficult process. An attempt to arrive at these densities directly from those expressions is almost impossible. However, the moments of $\hat{\sigma}_{1}^{2}$ and $\hat{\sigma}_{2}^{2}$ can be calculated.

Since calculating the moments of $\hat{\lambda}_{1}\left(\right.$ and $\hat{\lambda}_{i}^{-1}, \hat{\gamma}_{i}, \hat{\gamma}_{i}^{-1}$ ) involves the evaluation of an integral of the type $f^{\infty} t^{n} e^{-a t} d t$, and since such an integral does indeed exist, the task of calculating any moment of $\hat{\lambda}_{1}, \hat{\lambda}_{1}^{-1}, \hat{\gamma}_{i}$, and $\hat{\gamma}_{i}^{-1}$ is a very easy one.

From any integration table book, we find:

$$
\begin{equation*}
\int_{0}^{\infty} t^{n} \exp (-a t) d t=\frac{\Gamma(n+1)}{a^{n+1}} \quad(n>-1, a>0) \tag{B.8}
\end{equation*}
$$

Thus, if $x$ is distributed $W(x / n, n)$, then:

$$
\begin{align*}
& E(\hat{x})=x \\
& E\left(\hat{x}^{2}\right)=(1+2 / n) x^{2} \\
& E\left(\hat{x}^{3}\right)=\left(1+6 / n+8 / n^{2}\right) x^{3}  \tag{B.9}\\
& E\left(\hat{x}^{4}\right)=\left(1+12 / n+44 / n^{2}+48 / n^{3}\right) x^{4}
\end{align*}
$$

Since any moment of $\hat{\sigma}_{1}^{2}$ or $\hat{\sigma}_{2}^{2}$ is a function of the moments of $\hat{\lambda}_{1}, \hat{\lambda}_{i}^{-1}, \hat{\gamma}_{1}$, and $\hat{\gamma}_{i}^{-1}$, it is theoretically possiebile to calculate any moment of $\hat{\sigma}_{1}^{2}$ and $\hat{\sigma}_{2}^{2}$. Thus, it is theoretically possible to calculate the characteristic fundcion of $\hat{\sigma}_{1}^{2}$ or $\hat{\sigma}_{2}^{2}$ uniquely from these moments.

Papoulis (B.3) provides a way to estimate the probabilits density function of a random variable once its characteristic function is known. However, the convergence properties of calculating the characteristic function from the moments of a random variable are very slow. A large number of moments would have to be calculated. Looking at equalions (B.4) and (B.5), it is evident that beyond the first few moments, the derivation becomes quite a formidable task, and is very impractical.

Because of these difficulties encountered, it was decided to calculate only the variances of $\hat{\sigma}_{1}^{2}$ and $\hat{\sigma}_{2}^{2}$ and heuristically incorporate them into the algorithm developed.
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## Appendix C

Derivation of the Variances of $\hat{\sigma}_{1}^{2}$ and $\hat{\sigma}_{2}^{2}$

We look first at $\hat{\sigma}_{1}^{2}$
From Appendix B, equation (B.4), we have
$\hat{\sigma}_{i}^{2}=2 \sum_{i=1}^{p}\left[1-2 \frac{\hat{\gamma}_{i}}{\hat{\lambda}_{i}}+\frac{\hat{\gamma}_{i}^{2}}{\hat{\lambda}_{i}^{2}}+2 d_{i} 2 \frac{\hat{\gamma}_{i}^{2}}{\hat{\lambda}_{i}^{2}}\right]$

Noting the assumption that the $\hat{\lambda}_{i}$ 's are independent from the $\hat{r}_{i}^{2}$, and taking the expected value of $\hat{\sigma}_{1}^{2}$, we get
$E\left(\hat{\sigma}_{1}^{2}\right)=2 \sum_{i=1}^{p}\left[1-2 \frac{E\left(\hat{\gamma}_{i}\right)}{E\left(\hat{\lambda}_{i}\right)}+\frac{E\left(\hat{\gamma}_{i}^{2}\right)}{E\left(\hat{\lambda}_{i}^{2}\right)}+2 d_{i}^{2} \frac{E\left(\hat{\gamma}_{i}^{2}\right)}{E\left(\hat{\lambda}_{i}^{2}\right)}\right]$

Making use of the expressions in (B.9), we get
$E\left(\hat{\sigma}_{1}^{2}\right)=2 \sum_{i=1}^{p}\left[1-\frac{2}{\lambda_{i}}+\left(1+\frac{2}{n_{1}}\right)\left(1+\frac{2}{n_{2}}\right) \frac{1}{\lambda_{i}^{2}}+2 d_{i}^{2}\left(1+\frac{2}{n_{2}}\right) \frac{1}{\lambda_{i}^{2}}\right]$ (C.3)
Now note that $\hat{\sigma}_{1}^{2}$ and $\hat{\sigma}_{2}^{2}$ are the summation of uncorrelated random variables. Since $\hat{\lambda}_{i}{ }^{\prime} s$ are independent, $\hat{\gamma}_{i}^{\prime} s$ are independent, and each $\hat{\lambda}_{i}$ is independent from each $\hat{\gamma}_{i}$, then any function of $\hat{\lambda}_{i} ' s$ and $\hat{\gamma}_{i} ' s$ in one dimension is uncorrelated with any other function of $\hat{\lambda}_{i}$ 's and $\hat{\gamma}_{i}$ 's in another dimension. Hence, the variances of $\hat{\sigma}_{2}^{2}$ and $\hat{\sigma}_{2}^{2}$ consist of the sum of the variances in each dimension (See (69), p. 211) and
do not have any cross-product terms between dimensions.
Therefore, in the following derivations, we will not attempt to derive any cross-product terms as they will cancel out in the end result.

$$
\begin{align*}
& {\left[E\left(\hat{\sigma}_{1}^{2}\right)^{2}\right]=4 E\left(\sum_{i=1}^{p}\left(1-2 \frac{\hat{r}_{i}}{\hat{\lambda}_{i}}+\frac{\hat{\gamma}_{i}^{2}+2 d_{i}^{2} \hat{\gamma}_{i}}{\hat{\lambda}_{i}^{2}}\right)\right)^{2}+\begin{array}{c}
\text { cross-product } \\
\text { terms }
\end{array}} \\
& =4 E \sum_{i=1}^{p}\left(1-4 \frac{\hat{r}_{i}}{\hat{\lambda}_{i}}+2\left(\frac{\hat{r}_{i}^{2}+2 d_{i}^{2} \hat{r}_{i}}{\hat{\lambda}_{i}^{2}}\right)+4 \frac{\hat{r}_{i}^{2}}{\hat{\lambda}_{i}^{2}}-4 \frac{\hat{r}_{i}^{3}}{\hat{\lambda}_{i}^{3}}-\right. \\
& \left.8 \frac{d_{i}^{2} \hat{r}_{i}^{2}}{\hat{\lambda}_{i}^{3}}+\frac{\hat{r}_{i}^{4}+4 d_{i}^{2} \hat{\gamma}_{i}^{3}+4 d_{i}^{4} \hat{r}_{i}^{2}}{\hat{\lambda}_{i}^{4}}\right)+\begin{array}{c}
\text { cross-product } \\
\text { terms }
\end{array} \tag{C.4}
\end{align*}
$$

Substituting the expressions of (B.9) into (C.4), we get

$$
\begin{aligned}
& {\left[E\left(\hat{\sigma}_{1}^{2}\right)^{2}\right]=4 \sum_{i=1}^{p}\left(1-\frac{4}{\lambda_{i}}+2\left(\frac{\left(1+2 / n_{1}\right)+2 d_{i}^{2}}{\lambda_{i}^{2}}\right)\left(1+\frac{2}{n_{2}}\right)\right.} \\
& +\frac{4}{\lambda_{1}^{2}}\left(1+\frac{2}{n_{1}}\right)\left(1+\frac{2}{n_{2}}\right)-\frac{4}{\lambda_{i}^{3}}\left(1+\frac{6}{n_{1}}+\frac{8}{n_{1}^{2}}\right)\left(1+\frac{6}{n_{2}}+\frac{8}{n_{2}^{2}}\right) \\
& -\frac{8 d_{i}^{2}}{\lambda_{i}^{3}}\left(1+\frac{2}{n_{1}}\right)\left(1+\frac{6}{n_{2}}+\frac{8}{n_{2}^{2}}\right)+\frac{1}{\lambda_{1}^{4}}\left(1+\frac{12}{n_{2}}+\frac{44}{n_{2}^{2}}+\frac{48}{n_{2}^{3}}\right) \\
& \left.\left(\left(1+\frac{12}{n_{1}}+\frac{44}{n_{1}^{2}}+\frac{48}{n_{1}^{3}}\right)+4 d_{i}^{2}\left(1+\frac{6}{n_{1}}+\frac{8}{n_{1}^{2}}\right)+4 d_{i}^{4}\left(1+\frac{2}{n_{1}}\right)\right)\right) \\
& +\begin{array}{c}
\text { cross -product } \\
\text { terms }
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& =4 \sum_{i=1}^{p}\left(1-\frac{4}{\lambda_{1}}+\frac{2}{\lambda_{1}^{2}}\left(1+\frac{2}{n_{1}}+\frac{2}{n_{2}}+\frac{4}{n_{1} n_{2}}+2 d_{i}^{2}+4 \frac{d_{1}^{2}}{n_{2}}\right)\right. \\
& +\left(4+\frac{8}{n_{1}}+\frac{8}{n_{2}}+\frac{16}{n_{1} n_{2}}\right) \frac{1}{\lambda_{1}^{2}}-\frac{4}{\lambda_{1}^{E}}\left(1+\frac{6}{n_{1}}+\frac{6}{n_{2}}+\frac{8}{n_{1}^{2}}+\frac{8}{n_{2}^{2}}+\frac{36}{n_{1} n_{2}}\right. \\
& \left.+\frac{48}{n_{1} n_{2}^{2}}+\frac{48}{n_{1}^{2} n_{2}}+\frac{64}{n_{1}^{2} n_{2}^{2}}\right)-8 \frac{d_{1}^{2}}{\lambda_{1}^{3}}\left(1+\frac{2}{n_{1}}+\frac{6}{n_{2}}+\frac{12}{n_{1} n_{2}}+\frac{8}{n_{2}^{2}}+\frac{16}{n_{1} n_{2}^{2}}\right) \\
& +\frac{1}{\lambda_{1}^{4}}\left(1+\frac{12}{n_{1}}+\frac{12}{n_{2}}+\frac{144}{n_{1} n_{2}}+\frac{44}{n_{1}^{2}}+\frac{44}{n_{2}^{2}}+\frac{48}{n_{1}^{3}}+\frac{48}{n_{2}^{3}}+\frac{528}{n_{1}^{2} n_{2}}+\frac{528}{n_{2}^{2} n_{1}}\right. \\
& +\frac{1936}{n_{1}^{2} n_{2}^{2}}+\frac{576}{n_{1}^{3} n_{2}}+\frac{576}{n_{2}^{3} n_{1}}+\frac{2112}{n_{1}^{3} n_{2}^{2}}+\frac{2112}{n_{1}^{2} n_{2}^{3}}+\frac{2304}{n_{1}^{3} n_{2}^{3}}+4 d_{i}^{2}\left(1+\frac{6}{n_{1}}+\frac{12}{n_{2}}\right. \\
& \left.+\frac{8}{n_{1}^{2}}+\frac{44}{n_{2}^{2}}+\frac{72}{n_{1} n_{2}}+\frac{264}{n_{1} n_{2}^{2}}+\frac{96}{n_{1}^{2} n_{2}}+\frac{48}{n_{2}^{3}}+\frac{288}{n_{1} n_{2}^{3}}+\frac{352}{n_{1}^{2} n_{2}^{2}}+\frac{384}{n_{1}^{2} n_{2}^{3}}\right) \\
& \left.\left.+4 d_{i}^{4}\left(1+\frac{2}{n_{1}}+\frac{12}{n_{2}}+\frac{44}{n_{2}^{2}}+\frac{24}{n_{1} n_{2}}+\frac{48}{n_{2}^{3}}+\frac{88}{n_{1} n_{2}^{2}}+\frac{96}{n_{1} n_{2}^{3}}\right)\right)\right) \\
& +\underset{\text { cross }}{\text { terms }} \\
& {\left[E\left(\hat{\sigma}_{1}^{2}\right)\right]^{2}=4 \sum_{i=1}^{p}\left(1-\frac{2}{\lambda_{i}}+\left(1+\frac{2}{n_{1}}+\frac{2}{n_{2}}+\frac{4}{n_{1} n_{2}}\right)-\frac{1}{\lambda_{i}^{2}}\right.} \\
& \left.+\frac{2 d_{i}^{2}}{\lambda_{i}^{2}}\left(1+\frac{2}{n_{2}}\right)\right)^{2}+\underset{\text { terms }}{\text { cross-product }} \\
& =4 \sum_{i=1}^{p}\left(1-\frac{4}{\lambda_{i}}+\frac{2}{\lambda_{i}^{2}}\left(1+\frac{2}{n_{1}}+\frac{2}{n_{2}}+\frac{4}{n_{1} n_{2}}+2 d_{i}^{2}+\frac{4 d_{i}^{2}}{n_{2}}+2\right)\right.
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{4}{\lambda_{1}^{3}}\left(1+\frac{2}{n_{1}}+\frac{2}{n_{2}}+\frac{4}{n_{1} n_{2}}+2 d_{1}^{2}\left(1+\frac{2}{n_{2}}\right)\right)+\frac{1}{\lambda_{1}^{4}}\left(1+\frac{4}{n_{1}}+\frac{4}{n_{2}}\right. \\
& +\frac{4}{n_{1}^{2}}+\frac{4}{n_{2}^{2}}+\frac{16}{n_{1} n_{2}}+\frac{16}{n_{1}^{2} n_{2}}+\frac{16}{n_{1} n_{2}^{2}}+\frac{16}{n_{1}^{2} n_{2}^{2}}+4 d_{1}^{2}\left(1+\frac{2}{n_{1}}+\frac{4}{n_{2}}\right. \\
& \left.\left.\left.+\frac{8}{n_{1} n_{2}}+\frac{4}{n_{2}^{2}}+\frac{8}{n_{1} n_{2}^{2}}\right)+4 d_{1}^{4}\left(1+\frac{4}{n_{2}}+\frac{4}{n_{2}^{2}}\right)\right)\right)+\begin{array}{c}
\text { cross-product } \\
\text { terms }
\end{array}
\end{aligned}
$$

$$
\text { Now, } \operatorname{Var}\left(\hat{\sigma}_{1}^{2}\right)=\left[E\left(\hat{\sigma}_{1}^{2}\right)^{2}\right]-\left[E\left(\hat{\sigma}_{1}^{2}\right)\right]^{2}
$$

or

$$
\operatorname{var}\left(\dot{\sigma}_{1}^{2}\right)=4 \sum_{i=1}^{p}\left(\frac{2}{\lambda_{1}^{2}}\left(\frac{4}{n_{1}}+\frac{4}{n_{2}}+\frac{8}{n_{1} n_{2}}\right)-\frac{4}{\lambda_{1}^{3}}\left(\frac{4}{n_{1}}+\frac{4}{n_{2}}+\frac{8}{n_{1}^{2}}\right.\right.
$$

$$
+\frac{8}{n_{2}^{2}}+\frac{32}{n_{1} n_{2}}+\frac{48}{n_{1} n_{2}^{2}}+\frac{48}{n_{1}^{2} n_{2}}+\frac{64}{n_{1}^{2} n_{2}^{2}}+\frac{4 d_{1}^{2}}{n_{1}}+\frac{8 d_{1}^{2}}{n_{2}}+\frac{24 d_{1}^{2}}{n_{1} n_{2}}+\frac{16 d_{1}^{2}}{n_{2}^{2}}
$$

$$
\left.+\frac{32 d_{1}^{2}}{n_{1} n_{2}^{2}}\right)+\frac{1}{\lambda_{1}^{4}}\left(\frac{8}{n_{1}}+\frac{8}{n_{2}}+\frac{128}{n_{1} n_{2}}+\frac{40}{n_{1}^{2}}+\frac{40}{n_{2}^{2}}+\frac{48}{n_{1}^{3}}+\frac{48}{n_{2}^{3}}+\frac{5.12}{n_{1}^{2} n_{2}}\right.
$$

$$
+\frac{1920}{n_{1}^{2} n_{2}^{2}}+\frac{576}{n_{1}^{3} n_{2}}+\frac{576}{n_{2}^{3} n_{1}}+\frac{2112}{n_{1}^{2} n_{2}^{3}}+\frac{2112}{n_{1}^{3} n_{2}^{2}}+\frac{2304}{n_{1}^{3} n_{2}^{3}}+4 d_{i}^{2}\left(\frac{4}{n_{1}}+\frac{8}{n_{2}}\right.
$$

$$
\left.+\frac{8}{n_{1}^{2}}+\frac{40}{n_{2}^{2}}+\frac{64}{n_{1} n_{2}}+\frac{256}{n_{1} n_{2}^{2}}+\frac{96}{n_{1}^{2} n_{2}}+\frac{48}{n_{2}^{3}}+\frac{288}{n_{1} n_{2}^{3}}+\frac{352}{n_{1}^{2} n_{2}^{2}}+\frac{384}{n_{1}^{2} n_{2}^{3}}\right)
$$

$$
\begin{equation*}
\left.\left.+4 d_{i}^{4}\left(\frac{2}{n_{2}}+\frac{8}{n_{2}}+\frac{40}{n_{2}^{2}}+\frac{24}{n_{1} n_{2}}+\frac{48}{n_{2}^{3}}+\frac{88}{n_{1} n_{2}^{2}}+\frac{96}{n_{1} n_{2}^{3}}\right)\right)\right) \tag{C.7}
\end{equation*}
$$

Next, we look at $\hat{\sigma}_{2}^{2}$
From Appendix B, equation (B.5) we have

$$
\left[E\left(\hat{\sigma}_{2}^{2}\right)^{2}\right]=4 E \sum_{i=1}^{p}\left(\frac{\hat{\lambda}_{1}^{2}}{\hat{\gamma}_{1}^{2}}-\frac{2 \hat{\lambda}_{1}}{\hat{\gamma}_{1}}+1+2 d_{1}^{2} \frac{\hat{\lambda}_{1}}{\hat{\gamma}_{1}^{2}}\right)^{2}+\underset{\text { cross -product }}{\text { terms }}
$$

$$
=4 E \sum_{i=1}^{p}\left(\frac{\hat{\lambda}_{1}^{4}}{\hat{\gamma}_{1}^{4}}+4 \lambda_{i}^{3}\left(\frac{d_{i}^{2}}{\hat{\gamma}_{i}^{4}}-\frac{1}{\hat{\gamma}_{1}^{3}}\right)+2 \hat{\lambda}_{i}^{2}\left(\frac{3}{\hat{\gamma}_{i}^{2}}-\frac{4 d_{1}^{2}}{\hat{\gamma}_{i}^{3}}+\frac{2 d_{i}^{4}}{\hat{\gamma}_{1}^{4}}\right)\right.
$$

$$
\left.+4 \hat{\lambda}_{i}\left(\frac{d_{i}^{2}}{\hat{\gamma}_{i}^{2}}-\frac{1}{\hat{\gamma}_{i}}\right)+1\right)+\begin{gathered}
\text { cross-product } \\
\text { terms }
\end{gathered}
$$

$$
=4 \sum_{i=1}^{p}\left(\lambda_{1}^{4}\left(1+\frac{12}{n_{1}}+\frac{44}{n_{1}^{2}}+\frac{48}{n_{1}^{3}}\right)\left(1+\frac{12}{n_{2}}+\frac{44}{n_{2}^{2}}+\frac{48}{n_{2}^{3}}\right)\right.
$$

$$
+4 \lambda_{i}^{3}\left(1+\frac{6}{n_{2}}+\frac{8}{n_{2}^{2}}\right)\left(\left(1+\frac{12}{n_{1}}+\frac{44}{n_{1}^{2}}+\frac{48}{n_{1}^{3}}\right) d_{i}^{2}-\left(1+\frac{6}{n_{1}}+\frac{8}{n_{1}^{2}}\right)\right)
$$

$$
+2 \lambda_{i}^{2}\left(1+\frac{2}{n_{2}}\right)\left(3\left(1+\frac{2}{n_{1}}\right)-4 d_{i}^{2}\left(1+\frac{6}{n_{1}}+\frac{8}{n_{1}^{2}}\right)+2 d_{i}^{4}\left(1+\frac{12}{n_{1}}\right.\right.
$$

$$
\left.\left.\left.+\frac{44}{n_{1}^{2}}+\frac{48}{n_{1}^{3}}\right)\right)+4 \lambda_{i}\left(d_{i}^{2}\left(1+\frac{2}{n_{1}}\right)-1\right)+1\right)+\begin{gathered}
\text { cross -product } \\
\text { terms }
\end{gathered}
$$

$$
\begin{aligned}
& \hat{a}_{2}^{2}=2 \sum_{i=1}^{p}\left[\frac{\hat{\lambda}_{i}^{2}}{\hat{\gamma}_{i}^{2}}-2 \frac{\hat{\lambda}_{1}}{\hat{\gamma}_{1}}+2 \frac{d_{1}^{2} \hat{\lambda}_{1}}{\hat{\gamma}_{1}^{2}}+1\right] \\
& E\left(\hat{\sigma}_{2}^{2}\right)=2{\underset{i}{p}}_{p}\left[\frac{E\left(\hat{\lambda}_{1}^{2}\right)}{E\left(\hat{\gamma}_{1}^{2}\right)}-2 \frac{E\left(\hat{\lambda}_{1}\right)}{E\left(\hat{\gamma}_{1}\right)}+\frac{2 d_{i}^{2} E\left(\hat{\lambda}_{1}\right)}{E\left(\hat{\gamma}_{1}^{2}\right)}+1\right] \\
& =2 \sum_{i=1}^{p}\left[\left(1+\frac{2}{n_{1}}\right)\left(1+\frac{2}{n_{2}}\right) \lambda_{i}^{2}-2 \lambda_{i}+1+2 d_{i}^{2}\left(1+\frac{2}{n_{2}}\right) \lambda_{i}\right](C .9)
\end{aligned}
$$

$$
\begin{aligned}
& =4 \sum_{i=1}^{p}\left[\lambda _ { 1 } ^ { 4 } \left(1+\frac{12}{n_{1}}+\frac{12}{n_{2}}+\frac{144}{n_{1} n_{2}}+\frac{44}{n_{1}^{2}}+\frac{44}{n_{2}^{2}}+\frac{48}{n_{1}^{3}}+\frac{48}{n_{2}^{3}}+\frac{528}{n_{1}^{2} n_{2}}\right.\right. \\
& \left.+\frac{528}{n_{2}^{2} n_{1}}+\frac{1936}{n_{1}^{2} n_{2}^{\prime 2}}+\frac{576}{n_{1}^{3} n_{2}}+\frac{576}{n_{2}^{3} n_{1}}+\frac{2112}{n_{1}^{3} n_{2}^{2}}+\frac{2112}{n_{1}^{2} n_{2}^{3}}+\frac{2304}{n_{1}^{3} n_{2}^{3}}\right) \\
& +4 \lambda_{1}^{3}\left(\left(1+\frac{12}{n_{1}}+\frac{6}{n_{2}}+\frac{44}{n_{1}^{2}}+\frac{8}{n_{2}^{2}}+\frac{72}{n_{1}^{n_{2}}}+\frac{264}{n_{1}^{2} n_{2}}+\frac{96}{n_{2}^{2} n_{1}}+\frac{48}{n_{1}^{3}}+\frac{288}{n_{2}^{3} n_{1}}\right.\right. \\
& \left.+\frac{352}{n_{1}^{2} n_{2}^{2}}+\frac{384}{n_{2}^{2} n_{1}^{3}}\right) d_{1}^{2}-\left(1+\frac{6}{n_{1}}+\frac{6}{n_{2}}+\frac{8}{n_{1}^{2}}+\frac{8}{n_{2}^{2}}+\frac{36}{n_{1} n_{2}}+\frac{48}{n_{1} n_{2}^{2}}+\frac{48}{n_{1}^{2} n_{2}}\right. \\
& \left.\left.+\frac{64}{n_{1}^{2} n_{2}^{2}}\right)\right)+2 \lambda_{1}^{2}\left(\left(3+\frac{6}{n_{1}}+\frac{6}{n_{2}}+\frac{12}{n_{1} n_{2}}\right)-4 d_{1}^{2}\left(1+\frac{2}{n_{2}}+\frac{6}{n_{1}}+\frac{12}{n_{1} n_{2}}\right.\right. \\
& \left.\left.+\frac{8}{n_{1}^{2}}+\frac{16}{n_{1}^{2} n_{2}}\right)+2 d_{1}^{4}\left(1+\frac{2}{n_{2}}+\frac{12}{n_{1}}+\frac{44}{n_{1}^{2}}+\frac{24}{n_{1}^{n_{2}}}+\frac{48}{n_{1}^{3}}+\frac{88}{n_{1}^{2} n_{2}}+\frac{96}{n_{1}^{3} n_{2}}\right)\right) \\
& \left.+4 \lambda_{i}\left(d_{i}^{2}\left(1+\frac{2}{n_{1}}\right)-1\right)+1\right]+\begin{array}{c}
\text { cross-product } \\
\text { terms }
\end{array} \\
& {\left[E\left(\hat{a}_{1}^{2}\right)\right]^{2}=4 \sum_{i=1}^{p}\left[\left(1+\frac{2}{n_{1}}+\frac{2}{n_{2}}+\frac{4}{n_{1} n_{2}}\right) \lambda_{i}^{2}-2 \lambda_{i}+1\right.} \\
& \left.+2 d_{i}^{2}\left(1+\frac{2}{n_{1}}\right) \lambda_{i}\right]^{2}+\begin{array}{c}
\text { cross-product } \\
\text { rerms }
\end{array} \\
& =4 \underset{i=1}{p}\left[\left(1+\frac{4}{n_{1}}+\frac{4}{n_{2}}+\frac{4}{n_{1}^{2}}+\frac{4}{n_{2}^{2}}+\frac{16}{n_{1}^{n_{2}}}+\frac{16}{n_{1}^{2} n_{2}}+\frac{16}{n_{1} n_{2}^{2}}+\frac{16}{n_{1}^{2} n_{2}^{2}}\right) \lambda_{i}^{4}\right. \\
& +4 \lambda_{1}^{3}\left(d_{1}^{2}\left(1+\frac{4}{n_{1}}+\frac{2}{n_{2}}+\frac{8}{n_{1} n_{2}}+\frac{4}{n_{1}^{2}}+\frac{8}{n_{1}^{2} n_{2}}\right)-\left(1+\frac{2}{n_{1}}+\frac{2}{n_{2}}+\frac{4}{n_{1}^{n_{2}}}\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& +2 \lambda_{1}^{2}\left(\left(3+\frac{2}{n_{1}}+\frac{2}{n_{2}}+\frac{4}{n_{1}^{n_{2}}}\right)+2 d_{i}^{4}\left(1+\frac{4}{n_{1}}+\frac{4}{n_{1}^{2}}\right)-4 d_{i}^{2}\left(1+\frac{2}{n_{1}}\right)\right) \\
& \left.+4 \lambda_{i}\left(d_{i}^{2}\left(1+\frac{2}{n_{1}}\right)-1\right)+1\right]+\begin{array}{c}
\operatorname{cross-product} \\
\operatorname{terms}
\end{array} \\
& \operatorname{Var}\left(\hat{\sigma}_{2}^{2}\right)=\left[E\left(\hat{\sigma}_{2}^{2}\right)^{2}\right]-\left[E\left(\hat{\sigma}_{2}^{2}\right)\right]^{2} \text { or } \\
& \operatorname{var}\left(\hat{\sigma}_{2}^{2}\right)=4 \sum_{i=1}^{p}\left[\lambda _ { 1 } ^ { 4 } \left(\frac{8}{n_{1}}+\frac{8}{n_{2}}+\frac{128}{\ddots_{1} n_{2}}+\frac{40}{n_{1}^{3}}+\frac{40}{n_{2}^{2}}+\frac{48}{n_{1}^{3}}+\frac{48}{n_{2}^{3}}+\frac{512}{n_{1}^{2} n_{2}}\right.\right. \\
& \left.+\frac{512}{n_{1} n_{2}^{2}}+\frac{1920}{n_{1}^{2} n_{2}^{2}}+\frac{576}{n_{1}^{3} n_{2}}+\frac{576}{n_{1} n_{2}^{3}}+\frac{2112}{n_{1}^{3} n_{2}^{2}}+\frac{2112}{n_{1}^{2} n_{4}^{3}}+\frac{2304}{n_{1}^{3} n_{2}^{3}}\right)+4 \lambda_{1}^{3}\left(d _ { 1 } ^ { 2 } \left(\frac{8}{n_{1}}\right.\right. \\
& \left.+\frac{4}{n_{2}}+\frac{8}{n_{2}^{2}}+\frac{40}{n_{1}^{2}}+\frac{64}{n_{1} n_{2}}+\frac{256}{n_{1}^{2} n_{2}}+\frac{96}{n_{2}^{2} n_{1}}+\frac{48}{n_{1}^{3}}+\frac{288}{n_{2}^{3} n_{1}}+\frac{352}{n_{1}^{2} n_{2}^{2}}+\frac{384}{n_{2}^{2} n_{1}^{3}}\right) \\
& \left.-\left(\frac{4}{n_{1}}+\frac{4}{n_{2}}+\frac{8}{n_{1}^{2}}+\frac{8}{n_{2}^{2}}+\frac{32}{n_{1} n_{2}}+\frac{48}{n_{1} n_{2}^{2}}+\frac{48}{n_{1}^{2} n_{2}}+\frac{64}{n_{1}^{2} n_{2}^{2}}\right)\right)+2 \lambda_{i}^{2}\left(\left(\frac{4}{n_{1}}\right.\right. \\
& \left.+\frac{4}{n_{2}}+\frac{8}{n_{1}^{n_{2}}}\right)+2 d_{1}^{4}\left(\frac{8}{n_{1}}+\frac{2}{n_{2}}+\frac{40}{n_{1}^{2}}+\frac{24}{n_{1} n_{2}}+\frac{48}{n_{1}^{3}}+\frac{88}{n_{1}^{2} n_{2}}+\frac{96}{n_{1}^{3} n_{2}}\right) \\
& \left.\left.-4 d_{i}^{2}\left(\frac{2}{n_{2}}+\frac{4}{n_{1}}+\frac{12}{n_{1} n_{2}}+\frac{8}{n_{1}^{2}}+\frac{16}{n_{1}^{2} n_{2}}\right)\right)\right] \tag{C.12}
\end{align*}
$$

Because we do not know the true values of $\lambda_{i}$, we substitute for $\lambda_{i}$ in equations ( $C .7$ ) and (C.12) by $\hat{\lambda}_{i}$.

## Appendix D

## Clasification Results Tables

Table D. Classification Results of Aircraft, Simulated Data, Using 20 samples per class.

| Channels | $\begin{gathered} \text { Sample } \\ 1 \end{gathered}$ | $\underset{2}{\text { Sampie }}$ | ${\underset{3}{\text { Sample }}}^{2}$ | $\operatorname{Samp}_{4} 1 \mathrm{e}$ | $\underset{5}{\text { Sample }}$ | Average Exper. | Average Algorithm | $\begin{aligned} & \text { S.D. of Pcc } \\ & \text { Exper. } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1-2 | 85.4 | 82.9 | 81.1 | 81.0 | 79.5 | 82.0 | 92.4 | 2.26 |
| 1-3 | 95.9 | 95.5 | 92.4 | 93.5 | $\underline{9} 3.0$ | 94.0 | 94.0 | 1.39 |
| 1-4 | 92.5 | 95.7 | 91.6 | 94.0 | 93.5 | 93.4 | 93.4 | 1.56 |
| 1-5 | 90.8 | 96.5 | 90.7 | 96.8 | 94.2 | 93.8 | 93.4 | 3.00 |
| 1-6 | 89.5 | 96.4 | 89.3 | 97.2 | 93.4 | 93.2 | 93.2 | 3.71 |
| 1-7 | 90.3 | 96.7 | 86.5 | 96.1 | 94.0 | 92.7 | 93.2 | 4.29 |
| 1-8 | 89.7 | 96.2 | 86.4 | 97.4 | 95.4 | 93.0 | 93.0 | 4.74 |
| 1-9 | 90.1 | 95.2 | 86.5 | 97.9 | 95.9 | 93.1 | 92.0 | 4.69 |
| 1-10 | 89.4 | 96.0 | 87.5 | 97.5 | 95.7 | 93.2 | 91.7 | 4.46 |
| 1-11 | 88.0 | 95.7 | 84.1 | 94.3 | 96.1 | 91.6 | 90.0 | 5.33 |
| 1-12 | 87.0 | 94.9 | 83.7 | 94.0 | 94.5 | 90.8 | 87.0 | 5.14 |

Table D. 2 Classification Results of Aircraft, Simulated Data, Using 13 samples per class.

| Channels | $\begin{gathered} \text { Sample } \\ \hline \end{gathered}$ | $\begin{gathered} \text { Sample } \\ 2 \end{gathered}$ | $\begin{gathered} \text { Sample } \\ 3 \end{gathered}$ | $\mathrm{Sample}_{4}$ | $\begin{gathered} \text { Sample } \\ 5 \end{gathered}$ | Average Exper, | Average Algorithm | S.D. of PCC Exper. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1-2 | 76.3 | 77.9 | 84.2 | 75.1 | 86.1 | 79.9 | 90.5 | 4.92 |
| 1-3 | 93.3 | 94.7 | 94.3 | 91.5 | 93.1 | 93.4 | 90.5 | 1.25 |
| 1-4 | 92.3 | 93.2 | 94.8 | 93.1 | 88.5 | 92.8 | 89.7 | 2.67 |
| 1-5 | 92.8 | 96.3 | 93.2 | 95.2 | 89.8 | 93.5 | 89.2 | 2.52 |
| 1-6 | 90.1 | 95.0 | 91.1 | 94.4 | 9: 4 | 92.4 | 88.5 | 2.16 |
| 1-7 | 91.0 | 94.0 | 93.0 | 89.2 | 85.0 | 90.4 | 87.3 | 3.56 |
| 1-8 | 88.0 | 87.6 | 80.7 | 83.9 | 80.9 | 84.2 | 86.3 | 3.51 |
| 1-9 | 89.0 | 87.4 | 75.4 | 88.1 | 85.5 | 85.1 | 83.5 | 5.56 |
| 1-10 | 74.6 | 82.8 | 76.1 | 79.3 | 69.9 | 76.5 | 79.0 | 4.87 |
| 1-11 | 67.9 | 66.1 | 65.2 | 69.4 | 75.0 | 76.5 | 73.3 | 3.87 |
| 1-12 | 70.8 | 65.1 | 58.4 | 69.8 | 69.8 | 66.8 | 68.4 | 5.18 |

Table D. 3 C-assification Results of Aircraft, Real Data, Using 20 samples per class.

| Channels | $\underset{1}{\text { Sample }}$ | Sample | $\operatorname{Samp}_{3} 1 \mathrm{e}$ | $\mathrm{Sample}_{4}$ | $\underset{5}{\text { Sample }}$ | Average Exper. | Average Algorithm | $\begin{gathered} \text { 3.D. of Fcc } \\ \text { Exper. } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1-2 | 79.0 | 98.1 | 97.8 | 96.1 | 94.3 | 03.1 | 90.4 | 8.00 |
| 1-3 | 81.5 | 97.1 | 86.2 | 86.9 | 93.0 | 89.0 | 95.0 | 6.13 |
| 1-4 | 80.0 | 97.6 | 81.5 | 87.9 | 93.7 | 38.1 | 95.0 | 5.49 |
| 1-5 | 84.6 | 97.8 | 80.3 | 92.9 | 95.3 | 90.2 | 94.8 | 7.39 |
| 1-6 | 86.4 | 96.6 | 77.0 | 92.8 | 95.4 | 89.6 | 94.2 | 8.09 |
| 1-7 | 87.9 | 94.6 | 78.0 | 90.2 | 93.7 | 88.9 | 93.7 | 6.65 |
| 1-8 | 88.8 | 94.1 | 80.3 | 90.7 | 94.9 | 89.8 | 93.3 | 5.26 |
| 1-9 | 87.2 | 96.3 | 80.7 | 91.2 | 95.8 | 90.2 | 92.6 | 6.50 |
| 1-10 | 82.6 | 96.7 | 80.7 | 89.0 | 86.7 | 87.1 | 91.6 | 6.27 |
| 1-11 | 79.5 | 96.3 | 79.4 | 86.8 | 84.9 | 85.4 | 91.0 | 6.93 |
| 1-12 | 77.1 | 96.5 | 78.0 | 87.0 | 84.9 | 84.7 | 90.0 | 7.86 |


| Channels | Sample | $\underset{2}{\text { Sample }}$ | $\underset{3}{\text { Sample }}$ | Sample <br> 4 | $\underset{5}{\text { Sample }}$ | Average Exper. | Average Algorithm | $\begin{aligned} & \text { S.D. of P PC } \\ & \text { Exper. } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1-2 | 95.8 | 83.4 | 89.2 | 78.6 | 97.6 | 88.9 | 90.3 | 8.06 |
| 1-3 | 90.0 | 94.5 | 98.3 | 83.7 | 95.5 | 92.4 | 90.4 | 5.70 |
| 1-4 | 90.1 | 97.6 | 98.8 | 84.3 | 90.8 | 92.3 | 89.7 | 5.94 |
| 1-5 | 91.2 | 95.0 | 98.5 | 84.7 | 83.3 | 90.6 | 88.7 | 6.52 |
| 1-6 | 93.3 | 96.5 | 81.9 | 87.5 | 79.6 | 87.8 | 87.8 | 7.21 |
| 1-7 | 94.6 | 96.1 | 83.0 | 88.7 | 83.8 | 89.2 | 87.3 | 6.01 |
| 1-8 | 83.0 | 94.7 | 83.8 | 87.2 | 79.9 | 85.7 | 86.3 | 5.65 |
| 1-9 | 64.7 | 89.4 | 91.9 | 85.7 | 78.8 | 82.1 | 83.5 | 10.91 |
| 1-10 | 62.7 | 81.6 | 92.1 | 83.4 | 75.6 | 79.1 | 80.4 | 10.90 |
| 1-11 | 62.7 | 67.9 | 94.4 | 79.3 | 74.8 | 75.8 | 76.3 | 12.12 |
| 1-12 | 66.8 | 65.1 | 68.0 | 70.0 | 76.1 | 69.2 | 71.0 | 4.25 |

Table D. 5 Classification Results of Landsat, Multitemporal, Simulated Data, Using 20 samples per class.

| Channels | $\underset{1}{\text { Sample }}$ | $\underset{2}{\text { Sample }}$ | $\underset{3}{\text { Sample }}$ | ${\underset{4}{\text { Sample }}}^{2}$ | $\mathrm{Sample}_{5}$ | Average Exper. | Average Algorithm | $\begin{aligned} & \text { S.D. of } P_{\text {cc }} \\ & \text { Exper. } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1-2 | 97.4 | 96.1 | 97.0 | 97.9 | 95.2 | 96.7 | 97.8 | 1.08 |
| 1-3 | 98.7 | 97.4 | 98.7 | 97.9 | 97.5 | 98.0 | 98.1 | 0.63 |
| 1-4 | 98.7 | 96.5 | 98.7 | 97.9 | 97.9 | 97.9 | 98.1 | 0.90 |
| 1-5 | 99.0 | 97.2 | 98.9 | 97.6 | 97.7 | 98.1 | 98.0 | 0.82 |
| 1-6 | 99.0 | 96.0 | 98.9 | 98.1 | 97.4 | 97.9 | 97.8 | 1.24 |
| 1-7 | 98.9 | 96.0 | 98.9 | 98.2 | 97.6 | 97.9 | 97.3 | 1.20 |
| 1-8 | 98.7 | 96.3 | 98.9 | 98.2 | 97.7 | 98.0 | 96.9 | 1.04 |
| 1-9 | 98.7 | 96.6 | 98.6 | 98.2 | 97.6 | 97.9 | 96.5 | 0.87 |
| 1-10 | 98.7 | 94.3 | 98.5 | 97.1 | 97.5 | 97.2 | 95.6 | 1.76 |
| 1-11 | 96.0 | 91.4 | 98.6 | 95.5 | 98.1 | 95.9 | 94.5 | 2.85 |
| 1-12 | 95.6 | 90.3 | 98.1 | 96.1 | 97.9 | 95.6 | 92.1 | 3.16 |



Table D. 7 Classification Results of Landsat, Multitemporal, Real Data, Using 20 samples per class.

| Channels | $\begin{gathered} \text { Sample } \\ 1 \end{gathered}$ | $\underset{2}{\text { Sample }}$ | ${\underset{3}{\text { Sample }}}^{2}$ | $\underset{4}{\text { Sample }}$ | $\underset{5}{\text { Sample }}$ | Average Exper. | $\begin{aligned} & \text { Average } \\ & \text { Algorithm } \end{aligned}$ | $\begin{aligned} & \text { S.D. of Prer } \\ & \text { Exper. } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1-2 | 88.3 | 85.9 | 91.3 | 86.0 | 87.9 | 87.9 | 99.0 | 2.20 |
| 1-3 | 94.7 | 96.1 | 95.8 | 96.6 | 96.2 | 95.9 | 99.2 | 0.72 |
| 1-4 | 94.3 | 96.1 | 96.0 | 95.8 | 96.7 | 95.8 | 99.1 | 0.89 |
| 1-5 | 93.5 | 96.2 | 95.8 | 97.0 | 96.6 | 95.8 | 99.3 | 1.37 |
| 1-6 | 94.0 | 92.3 | 95.4 | 97.0 | 95.7 | 94.9 | 99.1 | 1.79 |
| 1-7 | 95.4 | 94.3 | 93.7 | 97.1 | 96.1 | 95.3 | 99.0 | 1.36 |
| 1-8 | 94.0 | 95.7 | 93.6 | 94.8 | 93.6 | 94.3 | 98.8 | 0.91 |
| 1-9 | 88.8 | 95.6 | 94.1 | 94.0 | 91.9 | 92.9 | 98.4 | 2.63 |
| 1-10 | 88.3 | 91.3 | 93.6 | 94.3 | 91.9 | 91.9 | 98.2 | 2.34 |
| 1-11 | 89.2 | 89.7 | 93.9 | 94.5 | 92.6 | 92.0 | 97.0 | 2.42 |
| 1-12 | 86.7 | 94.7 | 93.9 | 95.8 | 93.2 | 92.9 | 95.5 | 3.58 |

Table D. 8 Classification Results of Landsat, Multitemporal,

| Channels | $\begin{gathered} \text { Sample } \\ 1 \end{gathered}$ | $\operatorname{Sample}_{2}$ | $\operatorname{Sampl}_{3} 1 \mathrm{e}$ | $\mathrm{Sampl}_{4}$ | $\begin{gathered} \text { Sampie } \\ 5 \end{gathered}$ | Average Exper. | Average Algorithm | $\begin{gathered} \text { S.D. of } \\ \text { Exper. } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1-2 | 87.5 | 85.7 | 91.1 | 89.7 | 90.6 | 88.9 | 96.3 | 2.27 |
|  | 96.0 | 96.1 | 96.6 | 91.8 | 93.6 | 94.8 | 97.0 | 2.05 |
|  |  |  |  | 92.3 | 93.2 | 94.8 | 97.6 | 2.00 |
| 1-4 | 96.1 | 95.6 | 97.0 | 92.3 | 93.2 |  |  |  |
| 1-5 | 96.6 | 94.7 | 95.7 | 90.7 | 89.7 | 93.5 | 97.0 | 3.09 |
| 1-6 | 93.1 | 94.9 | 90.0 | 85.4 | 94.0 | 91.5 | 96.3 | 3.87 |
|  | 92.2 | 94.9 | 94.5 | 84.4 | 94.5 | 92.1 | 95.4 | 4.43 |
|  |  |  |  | 77.8 | 94.9 | 89.5 | 95.0 | 7.69 |
| 1-8 | 93.0 | 85.7 | 96.1 | 77.8 | 94.9 |  |  |  |
| 1-9 | 93.0 | 87.2 | 95.3 | 75.0 | 93.5 | 88.8 | 94.0 | 8.3 |
| 1-10 | 91.8 | 87.9 | 87.7 | 79.5 | 92.4 | 87.9 | 89.6 | 5.15 |
|  |  |  |  | 80.1 | 95.0 | 82.3 | 86.7 | 8.39 |
| 1-11 | 72. 1 | 84.4 | 79.7 | 80.1 | 95.0 |  |  |  |
| 1-12 | 50.3 | 72.2 | 58.4 | 74.2 | 67.1 | 64.4 | 78.3 | 10.00 |

## Appendix E

## Computer Program Listing;

## OF POOR QUALITY.

FILE: SWRITE FOHTRAN A LARS / PURDUE UNIVERSITY


```
FILEE SWRITE FORTRAN A LARS / PURDUE UNIVERSITY
    DATA, FLGT /'EIM O/
C EHENL.E-S 
```



```
C LOAL 1ARES AINL RCAD PARAMETERS
```



```
    500 WRITE{16,5001
    OOO FONAATP'FSX:GPECIFY TAPE NUMDEA ON WHICH REEULTE FILE IS LOCATED
    SEY, ITYFL EICHT DIGIT TAPE NUMBERI.)
        R(GD(10,505)INTAP
    SOS FCHMNAT(IE)
    310 FOYMATISX, GPFCIFY FILE NUMBER AT WHICH RESULTS FILE IG LOCATED'/
    OX. ITYPE THREE DIGIT FILE NUMBERI:'
    SIS FOAD(16;515)IFILE
        CALL MMTAPEIINTAP, IFILE,O)
        WRITE(16,570)
    570 FOHHATY//SX''SPECIFY THE TAPE NUMDER ONTO WHICH SIMULATED DATA IG
    TOTHE WAITTEN'/EX,'(TVPE EIGHT DIGIT TAPE NUMBERS:Y
    RLAUI 16,575)TAPENO
    575 F(M&HAT (1B)
    W!:11E(16,500)
    SHO FOIHGTESX, 'GPECIFY FILE NUMDER AT WHICH GIMULATED DATA IG TO DE W
        ITTEN'/5X. '(TVPE THREE DIGIT FILE NUMDER):%
        RFRLI(16,5G5)JFILE
    505 FOMHAT(13)
    390 FOMMAT(1,SX,SPECIFV THE RUN NUMBER FOR THE SIMULATED DATA RUN*/
        FOPMAT(//SX,GPECIFY THE RUN NUMDER FOR, THE SIMULATED DATA RUN'/
            CALL. MOUNT(TAPENO,12, 'RI')
            Mfr|GzJFILEE-1
            IF(|AGKOLE O) GO TO 3
            DO 3 LIPEI,MARG
            3 CONIINUE
            < SHD(:\)1
                IFII NE.I) CO TO 310
            H(AD) (1 ) I, , NOCL.AS, NOCHAN, NOFLDDS, NUPGOL, (FETVC3(IX), IX=1, NOCHAN)
            MOCH=((NNCHAN+1)/2).E
            NOCTIMP =NOCHAN* (NOCHAN+1)/2
            IETHA2NOECIMH*NOHOOL
            IENL=IGIOP+NOCHANMNOPOOL
            5 READ(1!)I,J,K
            IF(I 1, T A! GO TO I5
            IF(K,NL,EOS) GOTTO IS
            On i> ix=1,IEND
            Zc
            17 COINIINUE
            4S RENLI(1:)%, AREANO, NDPNTS, NOLINE, INFD, IDAEC
            Note T3 NOCHAN
            1F(1 NE 5) GO TO 45
            6RITC(h, 520)
            Faracal(ivaO
```



```
            WR1](6,525)
            FOH'^AT(5X,'+DATA SIMULATION USING MCCABES EOUATION+')
            FRTTE(6,530)
```



```
            W,TT-14.535) Null 10. IDFEC(3)
            FPMNAT(/1/S5,'SIMULATEC DATA RLN 15',19,' FROM RUN',19)
```



```
    537 FOHPIATI/5\lambda, 'LINE', 15,' TO LINE',I5,' AND COLUMN', 15,'TO COLUMN'.
    5)
            EFITE(6.540)INTA', IFILE
```






```
    FOCHT GY, CHNMALELS USED')
```




```
    560 CLHTINLF
            AM, GTDATE (DATE)
            biFitE(b,\mp@code{Sis)DATE}
    565 F(IHPNT(/5X.'DATE OF SIMULATIOR IS '. 3A4)
```

FILE: SWRITE FORTRAN A LARS / PURDUE UNIVERSITY
10EG=1

C factor covaniance mairicés

DO 30 IX $=1$, NDPNOL
IDNNE: IUFG $+N D C O M P-1$
$\mathrm{K}=0$
Docto ir=igec, IDNNE
20
CALL MFGD(A, NOCHAN, EPS, IER)
IFIER EG - 1 ' GO 10300
IF(IER GE. I) GO TO 310
DO 25 IYEIBEG, IDDNE
K=K+1
25 2(1V)=A(K)
$\stackrel{C}{c}$
 C GENIERATE STARTE 3 POINTS

34 WRITE(16, $5: 1$
FOMMAT $5 \times$, DO YOU WANT TO SPECIFIY THE STARTING POINTS FOR THE $/ 5$
'ORANDOM NUMBER GENERATOR? (TYPE VES OR NO)')
32 FORMATIAAS

33
DO 39 IX=1, NOCHAN
WRITE (is 4i)IX
1 FQRMAT'SX, SPECITY STARTING POINT FOR CHANNEL'. IJ/SX, 'ITVPE A NIN

- REIGIT ODD NUMDER)
$3 \overline{9}$ FOMMAT(19)
CONTINUE
36 CALL GTGERL (ISERL)
1 SETRLE (ISERL/10) $-6+1$
D5 40 I=1, NOCH
1GERLETSERL+1000000
CONTMVISERL
40 continue
33 WFIIF ( 6.34 )
34 FROMT $1 / 15 X^{\circ}$ 'STARTING POINTS FOR RANDOM NUMDER GENERATOR $/ / 1 /$ DO $441=1$, NOCHAN
WFITE( 6,35$)$ I, 1START(I)
35 FOPMAT: 5 X . 'STARTING DOINT FOR CHANNEL $\cdot .12$. . 15 '. 191
c

C********************
C"****************
1hf $(1)=$ TARENO
IDN
NII $\quad$ IDREC(5)
HIIE (S) = NOCHAN
ID:4C(a) $=42($ NORNTS $+91 / 4)$

D(1.1! 11 1.3
IDRE $(11+16)=$ DATE(II)
141
corlinle


```
FILE: EWRITE FORTRAN A LARS / PURDUE UNIVEREITY
C }150\mathrm{ CONTINUE
    CALL TOPUH (&2, nOO, IEN, IDREC)
```



```
    if(lit CT O) co to Bio
    DO %OMA 1, NOCIAS
    CLAIINTIMA .O
    DO SO MliL HOCHAN
    IMFAN(MA.' *' I=O
    GMLEAN<MA, H}=
    DO DO MC . FIDCHAN
    VAR MA, MB', MCJ=0
    5O RVAR (MA, MD, MCI=O.O
    RENWRT EOO II, LINFNO.
    55 READ ( ( t) J; M,LINFNG, (PNTCLS(IX), IX=&, NOPNTS)
    IF(JGTG, co to 95
    LNWRTEL.NWRT+
    IF (MOD (LNHRT,25) EO O) WRITE\16,57)LNWRT, NOLINE
    37 FONMAT(5X, 14,'LINES OUT OF ,I4;'ARE COMPLETED*)
C
```



```
C GENERATE AIDD WRITE DATA POINTS
```



```
    60 12#1LIN(Z)
    OATOUT (1)=L!(1)
    DATOUT(E)=LI(2)
    12m32767
    \ATUUT(J)=L:(1)
    12m0
    ICOUNT=4, NOPNTS
    ICOUNT=ICOUNT+1
    IF*PIJTCLSG(IX
    IPOL = (I --1) MNOCHAN
    IBEO=(IS-i) #NOCOMP
    K=IBEG
    DO 65 IV=1, NOCHAN
    0O 65 12=1. IV
    D(IVGIZ)=Z(K) co TO 65
    B(IZ,IY)=0.0
    CONTINUE
    DO 70 IYE1, NOCH
    CAL!, RANDU(ISTART(IY),NXINP,AZ(IV))
    IET:TT(IV)=NXINP
    GALLFAPJDU(ISTART(IY),NXINP, A(IVI)
    1START(IY) = NXINP 
```



```
    7 0
    CLAPHT(IE)=CLAPNT(12)*1
    DO BO IY Y=1. NOCHAN
    DOTAO YY=%年O
    IOENGFODLNOCOND+1FCL + IY
    DO 7% 12-1,NUCHAN
    75 DATA(IY)DDNTA(IY)+D(IY, IZ)&A(IZ)
    DATA(IY)=DATA(IY)+2(IQ)
    HFTDAT=DNTA(IY)+5
    IF(INT!AT LIT O) INTDAT=O
    IF(INTUAT. GT 255) INTUAT:255S
    IETAT(IY)-INTDAT
    DATOUT(IIY-1) #NUSAM+ICOLHNT)=LOCDAT(S?)
    00 92 17:1,6 (1)
    oa DatouT(crve
    50 coinT PN,y
    O 40 II-1, HOCHAN
    IMLAN(i: I!)=1H:AN(I2,II)+ISTAT(1I)
    DO 70, JJ=11, NOCHAN
```



```
    90
    NETSYTE=4+NLCHANS:HOPGMM
    CALL TGE..{(IE,PN, YTL,IER,DATOUT)
    IF(IER P: O) W゙IITE(IA,O34)IER
    IF(IER GT.O) GU TO 310
    95
    CONTINUE
```


## CRG:ina Frice IS <br> OF POOR QUALITY

```
FILE GWRITE FORTRAN A LARS / PURDUE UNIVEASITY
    00 100 1PG1, NOClAS
        If (ClAPNT(ip)LE O) GO TO 90
        RMLABIIP, I() &FIDNT(IMEAN(IP,IO))/FLOAT(CLAPNT(IP))
    98
    IF(CIANNTIIP; LE I) GO TO 100
    REMNTMOLOAT(CLANAT(IPD)
    REVROMFLISTTIVAR(IP,10, 1T!'
    SEMF AN-FLGGT (IMLANIIP; ITIS
```



```
        pvan(1P,it. io)mrvar(if, IO, iti
    100
    CONTINUE
    DO,GA5 IP=1; NOCLAS
    WRITE(6,605;1P, CLAPNT(IP)
    60S FORHLIT\IH!/5X. 'CLASS NUMDER',13,5X,1B,' POINTS'//1'
    610 WRIIE(b,G10)
    FOIMMAT(37X: ACTUAL', AX, 'EIMULATED'')
    615 FORMATGIGOX,MMEAN', 7X, 'MEAN'/)
    DO GR2 IX=i, NOCHAN
    DINCENOCOM!'NOCHAN
        WRITE(6, 6a D)FETVCJ(IX),FROCALIS,FETVC3(IX)),FROCAL(2,FETVCT(IX)),
```



```
    622 CDINTINUE
    WMITE((G;G25)
        DO 6,50 NO=1, NOCOMP
        NNC=(1P-1)NNOCOMP
    430 A(f1J)=ZZ(WINC+NO
    CALL WRTMTX(A, NDCHAN, FROCAL, THREE, FETVC3)
    WRITE(6,635)
    635 FORMATI//I/5X, 'GIMULATED CDVARIANCE MATRIX'%
        NO=O OO IO=1, NOCHAN
        DO 640 IO=1,NOC
        NO
    IAO A(!!O:-RVAR(1P, 10, IM)
    CALL WRTMTX(A, NOCHAN, FROCAL, THREE, FETVC3)
    GA5 CONTINUE
        GALL TOPEF(12, IER)
        DO 650 I X=3,200
    650
    CALLC TOPWR:12, RON, IER, IDREC)
        IF(IEK NT. O) WNITE(IG, 23A)IER
```



```
    234 FORMAT(5X, 'ERRDR 15',15)
c
*)
C"A#########******
```



```
    300 WRITE (6,305)
    3OS FOMPMT(5X, ERROR - 1')
    310 WRITE(0,31%)
    325 FDRmar(ex., ERROR GT 1%)
    320 STOP
```

OF POCR Qumul:

FILE: HUGIES FORTRAN A LARS / PURDUE UNIVERSITY


FILE: HUGHES FORTRAN A LARS $/$ PURDUE UNIVERSITY


```
FILL HUGHES FCRTRAN A LARS / PURDUL: Ni*:S RGITY
C
    CALL LINVEU(GjIGMAI, N, AINV,IDET,EEI,EER.WK, IER)
        Wi\ITE:(6:1!7)IEA
    117 FOMmAT(:,!J)
```



```
C COM,UMt It.,MPA II COVARININCE MATRIX I MULYIPLIED
C MY CTIVNRI\cdotsN! MAIFIXE
```



```
    CALL UMULSS(AITJV, SIGMAR,N,PSISE,N)
```




```
C GIGNAI))(Si(MAN)
```



```
    CALLLEIGRF(PSISE,N,N,Z,EGVALR, EGVECR,N, WR, IERR)
        WNITE (6,117)IERR
        WHITE(6.126)WIA(1)
126 FORMNT(,FFG. I)
C
```



```
C%*MACE 25)
```



```
CAlL VCVTET(SIGMAI, N. GIGMIS, N)
    10 101-1,N
    OO SO J = 1,N
    GGV:C,T(1,J)= DREAL.(EGVEC(J, l))
    [GVECS(J.&)= DHIAL{EGVEC(J, I;)
            CONTINUE
        M=N
        CALL. UMULFF (EGVECT, SIGM1S, 1,M,NN,1,N, CC, 1, IEER)
```




```
        WFITE(6,1T0)IIILR
        AA(1,1)= DSGRT(AA(1,1))
        OO 30 K m 1.N
            EGVEC(K,1)=EGVEC(K,1)/AA(1,1)
        30 CONTINUE
        10 CONTINUE
C
C
C
C
```



```
C
    DG 90 1 = 1,N
    II!(1)=(\begin{array}{lll:}{0}&{0.0}&{0}\end{array})
    coo COHTINUT.
C
C CALCULATE NEWHESN VECTORS
```



```
    00 55 ! =1,N
    DO RGGVEC(I,N)= DREAL(EGVIC(J,1))
    EMY'1(i) - MAFMLEGVAL(1))
        DIM(UL!D,N! =rital(EGUCC(I,J))
```




```
        Thי'Vil(1, J)=00
    95 CO,i|NUE
    1日a (1,N0AT(SF:4.*)
        DO-77 I E:NN
```



```
        M:2(1)=NR:NE(DF(I)
    777 CO.IINUE
C
```


## ORIGISAL PACE IS

 OF POOR QUALITYFILE: HUGHES FORTRAN A LARS / PURDUE UNIVERSITY


DO $120 \mathrm{Im}, \mathrm{N}$
DO $180 \mathrm{~J}=1, \mathrm{~N}$
13: TEMP
TEMPP $=D D 1(1)$
TTEMP $=D D 2(1)$
EGUALI(I)=EGVAL! (J)

EGVALI(J)=TFMP
DD1 $(J)=$ TEMPP
DDa $\}$ ) $=$ TEMPMP
DO $132 \mathrm{Kz1}, \mathrm{~N}$
TEMPI $(K)=D D E G U C(K, I)$
DDEGVC (K, 1 ) = DDEGUC (K, J)
DDEGVC (K, J) $=$ TEMPI $(K)$
132 CONTINUE
${ }^{120}$ CONTINUE
$c$
$c$
$\mathbf{c}$
$\mathbf{c}$
$\mathbf{c}$
INITIALIZE ALL PARAMETERS UNDER CONSIDERATION
${ }_{C}^{C}$
WRITE ( 6,136 )
DO $134 \quad 1=1, N$
TRANS(1, J)=DDEGVC( $\mathrm{J}, \mathrm{I})$
134 CONTINUE

MEANR $(11)=0$.
MEANS $11=0$.
SGMR 1 :
SGMR (11) $=0.0$
GGMS
(1)
GAMAR (II) $=0.8$

ALPHS(II) $=0.0$
DELTAR (II) $=0.0$
DELTAS (II) $=0.0$
$\mathrm{CR}(I I)=0.0$
$C S(11)=0$.
PSI
VSGMA(II) $=0.0$
135
CONTINUE

CALCULATE PARAMETERS DF GATIMA DISTRIBUTIONS

136 FCRMAT(' '. $10 X$, FIRST N DIMENSIONS', IOX, 'PRODADILITY OF ERROR') DO $1401=1, N$
$A(1)=1$ O-1 O/EGVALI (I)
$B(1)=\{D D 1(1)-D D C(1)) /(E G V A L 1(1)-1.0)$
$A(2)=E G A L!(I)-10$

DSGR21:1)=(DD1(1)-DDa(i)) *\#2
$C$
$C$
$C$
$C$
$C$
$C$
$C$
CALCULATE VAR ( $\hat{\nabla}_{1}^{2}$ ) AND VAR $\left(\dot{\sigma}_{2}^{2}\right)$





```
FILE HJCIES FORTRAN A LARS / PURDUL: UNIVERSITY
    147 JF(DELTAG(K)EG O O)COTO 149
    EARCM(K)-((DELTAL(K)/(DELTAS(K)+DEL.TAM(K)))**(GAMAR(K)+1. O!)*
    1(1-((D)ST(k))/DLL.TAS(|)))+1 O+((GFi|AR(k)&GAMAS(K))ADELTAR(K)))
    2(DEL.TAFP(K)+DFLIAS(K)))**GAMAS(K))*DEXP(DIST(K)/DELTAS(K))
    cg70 146
    149 ERPrsR(K)=0 O
    146 CU:JINNE
    XXX=1 O-ERROR(2)
    PERNDR = O S*(1.0-ERROR(1)+ERROR(2))
    1:9 FCLMATIAERIROR
    WRITE (6:150)I,PCC
    ISO FOEmAT(: :10x, 12, 25x, F7.5)
    151 FO[MAT(: i5x,FiO'3.5X,FiO.3)
    152 CO:MTINUE
    WRITE(6,155)
    155 FORMAT(1)
    190 CONONTINUE
C
C
C**"#**************************************************************
C PRINT TRANSFORMATION MATRIX AND NEW MEAN AND COVARIANCE
C
    919 FRITE(G, 919),TRANSFORMATION VECTOR')
        FGHMAT(1OX''TRANGFORMATION VECTOR'')
        w"1TE(6,103)
    920 FORMAT (1)
    G21 FORmAT(IOX.'NEW MEAN VECTORS AND COVRIANCE MATRICES OF CLASS &
        * AivD a゙!
        W?ITE(6, 165)(DDI(1), I=1,N)
    MORMGT(M,165)(DDE(1),1=1,N)
    FORNGT(MN'5E1F.7)
        00 74, I=1,N
        DO 746 J=1,N
        IT (1 NE J)GOTO 747
        S5!NEW (1+(1*(1-1) )/2)=1.0
```



```
        G5,TO}74
    747 SS1NNW(1+(J#(J-1))/2)=0.0
        S:%N:W (1+(v*(J-1))'尺
        coint INUE
74h COINTINUE
    NMN=N*(N+1)/2
    WPITE(6,175)(SSINEW(1),1*1,NMN)
    WPITE(6,175)(SS1NEW(1):1=1,NMN)
        FOFMATY'CU'5EI4.7%
MS2,
```

```
F.l Training and Test Fields for Aircraft, Simulated
Data Set (Tape 203, f11e 3)
```

Training Fields

CLASS CORN
RUN $(71053900), \operatorname{LINE}(304,326,2), \operatorname{COL}(109,133,2)$ RUN（71053900），LINE（512，528， 1 ），COL（ $87,93,1)$ RUN 71053900 ），LINE $(620,636,1)$, COL $(107,123,2)$ RUN（ 71053900 ），LINE $(656,676,2)$, COL $(33,59,2)$ CLASS FOREST
RUN（71053900），LINE（798，812，1），COL $(141,161,2)$ RUN（71053900），LINE $704,720,1)$, COL（147，155，1） RUN（71053900），LINE（726，736，1），COL（81，95，1）

TEST CORN
RÜN（ 71053900 ）， $\operatorname{LINE}(143,154,1), \operatorname{COL}(42,57,1)$
RUN（ 71053900 ），LINE（305，31日，1），COL（116，132，1）
RUN（ 71053900 ），LINE $(403,413,1), \operatorname{COL}(17,33,1)$
RUN 71053900 ），LINE $(643,657,1), C \square L(121,127,1)$
RUN $(71053900)$ ，LINE $684,691,1)$, COL $(11,30,1)$
RUN（ 71053900 ），LINE（ $857,866,1), \operatorname{CDL}(34,53,1)$
TEST FOREST
RUN（ 71053900 ）， $\operatorname{LINE}(424,430,1), \operatorname{CDL}(161,173,1)$
$\operatorname{RUN}(71053900), L \dot{L} E(521,531,1), C O L(142,162,1)$
RUN（ 71053900 ），LINE 711,72 日，1），COL（149，158，1）
RUN（71053900），LINE（769，779，1），COL（127，148，1）
RUN（71053900），LINE（837，日51，1），COL（155，162，1）
RUN（71053900）：LINE（923，931，1），COL（70．79，1）

```
Gry%n:':
OFPGMS:...
```

F. 2 Trainfug and Test Fields for Aircraft, Real

Wata Set (Tape 203, file 1)

```
Iraining Fields
```

CLASS CORN
RUN (71053900), LINE (304, 326, 2), COL (109, 133, 2)
RUN (71053900)', LINE (512, 528, 1): COL(E7,93, 1)
RUN (71053900): LINE (620, 636, 1): COL(107,123, 2) RUN ( 71053900 ), LINE $656,676,2)$, COL (33, 59, 2) CLASS FOREST
RUN (71053900), LINE (798, 日12, 1), COL(141, 161, 2) RUN (71053900): LINE (704, 720, 1): COL(147, 155, 1) RUN (71053900): LINE (726, 736, 1): COL(81, 95, 1)

```
Test Fields (Also Area Classified)
```

TEST CORN
RUN ( 71053900 ), LINE $227,247,1), \operatorname{COL}(81,96,1)$ RUN ( 71053900 ), LINE (334, 351, 1): COL (66, 100, 3) RUN ( 71053900 ), LINE\{452, 474, 2); COL (108, 119, 1) RUN ( 71053900 ), LINE (597, 611, 1), COL (137, 153, 2) RUN (71053900), LINE (646; 664, 1); COL(101, 12 2,2 ) RUN(71053900):LINE (711; 721, 1i:COL(102, 1i3, 1) TEST FOREST
RUN $(71053900), \operatorname{LINE}(241,249,1), \operatorname{COL}(27,45,1)$
RUN (71053900), LINE (509, 527, i), COL (181, 193, 1)
RUN 71053900 ), LINE ( $729,751,2), \operatorname{COL}(201,217,1)$
RUN 71053900 ), LINE (765, 803, 2), CDL (191, 203, 2 )
RUN ( 71053900 ), LINE ( $833,855,2), C O L(151,171,2)$
RUN ( 71053900 ), LINE (989, 1005,1 ), COL $141,155,2)$

OF PCOR GWixhy:
F. 3 Training and Test Fields for Landsat, Multitemporal,

Simulated Data Set (Tape 203, file6)

Training Fields


| 25 | 32 | 1 | 33 | 42 | 1 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 62 | 67 | 1 | 133 | 141 | 1 |
| 30 | 33 | 1 | 87 | 102 | 1 |
| 91 | 97 | 1 | 79 | 86 | 1 |
| 9 | 12 | 1 | 61 | 77 | 1 |
| 74 | 82 | 1 | 51 | 64 | 1 |
| 110 | 117 | 1 | 167 | 172 | 1 |

Test Fields (Also Area Classified)


```
F.4 Trajning and Test Fields for Landsat, Multitemporal,
Real Data Set (Tape 203, file 5)
```

Training Fields

| CLASS CORN |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 78843016 | 26 | 32 | 1 | 37 | 42 |
| 78843016 | 62 | 67 | 1 | 134 | 141 |
| 78843016 | 30 | 34 | 1 | 91 | 102 |
| 78843016 | 9 | 13 | 1 |  |  |
| 78843016 | 74 | 82 | 1 | 51 | 63 |
| 78843016 | 100 | 105 | 1 | 120 | 132 |

Test Fields（Also Area Classified）

## TEST CORN

$\operatorname{RUN}(78843016), \operatorname{LINE}(2,11,1), \operatorname{COL}(27,32,1)$
RUN（ 78843016 ），LINE $38,46,1$ i，COL $119,25,1)$
RUN（ 78843016 ），LINE（103，106，1），COL（140，156，1）
RUN（ 78943016 ），LINE（101，115，1），COL－（12，17，1）
RUN（ 78843016 ），LINE（ 78, 日6，1），COL（124，128，1）
RUN（ 78843016 ），LINE（ $67,74,1$ 1），COL $(94,98,1)$
RUN（ 78843016 ），LINE（35，41，1），COL（123，127，1）
TEST SOYBEANS
$\operatorname{RUN}(7 E 843016), \operatorname{LINE}(41,44,1), \operatorname{COL}(67,79,1)$
RUN（ 78843016 ），LINE $(79,84,1), \operatorname{COL}(31,40,1)$
RUN（ 78843016 ），LINE $(106,114,1)$ ，COL（54，59，1）
RUN（78日43016），LINE（44，51，1），COL（118，123，1）
RUN（78日43016），LINE（1，4，1），COL（90，100，1）
RUN（ 78843016 ），LINE（109，113，1），COL（132，147，1）
RUN（78843016），LINE（44，47，1），COL（155，161，1）

##  OF POOR QUALITY

F． 5 Training and Test Fields for Aireraft Binary Tree Example（Tape 203，file 1）

Training Fields

|  |  |  |
| :---: | :---: | :---: |
|  | monNNNIONmoNNM onginizodonan an <br>  |  MMNNNMMMNMナ サM |
|  | ManNNMAMONNは 00inininanomN AN | mलNommonmennMn ロMNNNMMMNMナナM |
|  |  |  |
|  MNMNMOODNWMMN $000004+500000$ | －anmorannmoman <br>  | －ONMONOOAnmOG <br>  <br>  |
| ONMからननMッチMナか NNतTMO00NrMmM $0000048+00000$ |  m－mm rindin obon <br>  | rownanoomnmor mpmpmamoranor <br>  |
|  | MONmONDーN゙ ON－ |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |


CLASS WAT
71053900
71053900
71053900
71053900
71055900
71053900
71053900
71053900
71053900
71053900
71053900
71053900
71053900

Test Fields (Alco Area Classified)


of poun cundry

| $\begin{aligned} & \text { TEGT CORN } \\ & 71053900 \end{aligned}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $71053900$ $71053900$ | A3 | 227 | 247 | 1 | 88 | 96 | $1$ | CORN |
| 71053900 | A | 203 | 295 | 1 | 67 | 95 | 2 | CORN |
| 71053900 | 3 | 374 | 397 | 1 | 89 |  | 1 | CORN |
| 71053900 | DD3 | 459 | 474 | 2 | 108 | 119 | 1 | CORN |
| 71053900 | HHI | 597 | 611 | 1 | 137 | 153 | 2 | CORN |
| 71053900 | JJ1 | 711 | 72 | 1 | 102 | 113 | 1 | CORN |
| 71053700 | 215 | 481 | 515 | 2 |  | 21 | 2 | CORN |
| 71053900 | $F 6$ | 373 | 397 | 1 | 47 | 79 | 2 | CORN |
| 71053900 | 216 | 305 | 327 | 2 | 191 | 205 | 1 | CORN |
| TEST FOREST | A10 | 241 | 249 |  |  |  |  | FOREST |
| 71053900 | 26 | 729 | 751 | 2 | 201 | 217 | 2 | FOREST |
| 71053900 | 23 | 765 | 803 | 2 | 891 | 203 | 1 | FOREST |
| 71053900 | EE4 | $52 ?$ | 325 | 1 | 155 | 159 | 2 | FOREET |
| 71053900 | RR4 | 033 | Q53 | 1 | 151 | 171 | 1 | FOREST |
| 71053900 | HH1O | 765 | 799 | 2 | 139 | 159 | 2 | FOREST |
| 71053900 | M3 | 783 | 795 | 1 | 49 | 81 | 2 | FOREST |
| 71053900 | 218 | 375 | 387 | 1 | 191 | 201 | 1 | FOREST |
| $\begin{aligned} & \text { TEST WATER } \\ & \text { Z105.3900 } \end{aligned}$ | A9 | 205 | 209 | 1 | 34 | 38 | 1 | PONDWA |
| 71053900 | U2 | 817 | 819 | 1 | 49 | 51 | , | PONDWA |
| 71053900 | A7 | 221 | 224 | 1 | 27 | 29 | 1 | PONDWATR |
| 71053900 | W3 | 1000 | 1004 | 1 | 51 | 54 | 1 | WATER |
| 71053900 | W2 | 1010 | 1014 | 1 | 36 | 39 | 1 | WATER |
| 71053900 | 097 | 969 | 973 | 1 | ! 16 | 131 | 1 | WATER |
| 71053900 | W7 | 849 | E55 | 1 | Gul | 205 | 1 | WATER |
| 71053900 | W6 | 873 | 879 | 1 | 185 | 191 | 1 | WATER |
| 71053900 | W5 | 977 | 983 | 1 | 113 | 119 | 1 | WATER |
| 71053900 | W4 | 1041 | 1047 | 1 | 11 | 15 | , | WATER |

F． 6 Training and Test Fields for Landsat，Multitemporal Binary Tree Example（Tape 203．file 5）

Training Fields

| VVVVVVVVVVVVV <br>  <br>  WWん 0000000000000 かanoanaかのaかar |  pmpmpqupmpmpp <br>  にWんWんWんWんWんん 0000000000000 anarananamanoa | VVVVVVVVVVVVV゚ <br>  <br>  <br>  <br> OOOOCOUOOOOOO <br>  |
| :---: | :---: | :---: |
| 0000000000000 | 0000000000000 | 0000000000000 |
| an00000mencien <br>  | คn <br> －оmm＠VVNVVVルッ －ONmOVNかいかかんが | WWWNONWWWWLNN HOOMAANNNOODD |
| M00000enumeren <br>  |  －ONーONOがいかカんか | WWNaTRHMNWWNT मOOUA\＆NHNOON |
|  | m |  |
| かumavimanenaran <br>  | ート <br>  <br>  |  NOWmVかすOかPNVN |
| Aunm vimmonarnin <br>  | chncinarnamenarna <br>  |  NOWHVADOHNVOW |

## Test Fields（Also Area Classified）




[^0]:    Figure 4.2 Classification Results of Data in Experiment 4.2 Using Three Feature Selection Techniques.

[^1]:    Figure 4.4 Experimental Classification Results of Aircraft, Simulated Data Using Different Numbers of Training Samples.

[^2]:    Figure 4.5 Experimental Classification Results of Aircraft, Real Data Using Different Numbers of Training Samples.

[^3]:    Figure 4.7 Experimental Classification Results of Landsat, Multitemporal, Real Data Using Different Numbers of Training Samples.

[^4]:    Figure 4.8 Classification Results of Fukunaga and Krile's Example Reproduced.

[^5]:    Figure 4.18 Binary Tree Design Structure of Landsat, Multitemporal, Real Data, Using 13 Training Samples per Class, With Numbers Inside Nodes Indicating Number of Training Samples Used.

