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ABSTRACT
Performance of the maximum likelihood classifier used by
LARS was tested under varioué levels of simulated, additive, white
gaussian noise. Pictorial and graphical results are presented,
Some general problems and considerations in classifying noisy

data are discussed.

INTRODUCTION

A problem common to many operational classifiers is that of
noise in the data. For instance, the multispectral data used in
this report was obtained by an airborne scanner linked optically
to twelve sensors, corresponding to twelve wavelength bands.
The "signal' received in this manner is subject to the addition
of noise in a number of different locations. Thermal noise is
introduced at the sensor itsclf, the ampiifiers which are used
in recording the data on analog tape, and the A/D system used ih
digitizing the data. v .

Consider the general pattern recognition problem where one
is using N featurcs to classify data into M categories (classes).
Because of the 1argelnumber of parameters involved, it is not
apparent that one should use any specific test as a measure of

classification accuracy under the conditions of added noise.
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For instance, the noise level in each of the channels (features)
in the multispcctral sensor system may differ in power and cor-
rclation. The noise spectrum undoubtedly will be altered in a

different way in each of the channels as it is processed.

PROBLEM INVESTIGATION

It scems reasonable to examine performance initially under
very general noise conditions. For the experiment discussed in
this paper, a white, additive, zero-mean, gaussianly distributed,
discretc random process was approximated and used to corrupt
multispectral agricultural data. This ”nﬁisy“ data was then
classified using a pattern recognition scheme discussed by Marill
and Green (2).,

The data and classifier arc part of an operational pattern
recognition system developed by the Purdue Laboratory for Appli-
cations of Remote Sensing (1). This system has been used suc-
cessfully for several years in crop and soil classification
using an airbornc multispectral scanner system. More recently,
classification studies have been conducted using data gathered
from spacc platforms, again with much success.

In classifying agricultural data, samples are chosen from
carefully sclected fields to "“train" the classifier. In training,
mean valuecs and covariance matrices are estimated for cach class
represented by the various fields. For instance, samples from
three corn fields might be used to estimate the statistics of the
class “corn". The recognition scheme is based on the gaussian

assumption. Histograms of the various classes are checked to
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test the validity of that assumption (see ref. 1). From the esti-
mated statistics, features arc chosen to be used in classification.
decause of errors in estimating the true statistics of the various
classes, and because classes may not have a gaussian distribution,
a subset of all of the features usually can be found which yields
better classification accuracy than the entire set (6), (7). An
interclass divergence technique (4) is used to provide a basis for
feature selection. Finally, all of the data is classified and com-
pared with known crop cover to determine the accuracy of the class-
ification.

In: order to simulate the presence of noise, a number of con-
siderations had to be taken into account. One would like to model
the physical proccess of noise being added to a large dafa system
as accurately as possiblc. But due to the inaccessability of the
various stages of the system, and the large number of noise and
data paramcters involved, it was decided that samples from the
random process would be added directly to the digitized data.

To attempt to obtain independent samples with a gaussian
distribution two methods werc studied: 1) actual noise generators
and 2) computer generation of random numbers. The first method
involved sampling the output of a laboratory noise generator,
quantizing these samples, and examining their histograms and -
finite record autocorrelations using the algorithm of Blackman
and Tukey (9). It was determined that a good gaussian distribu-
tion could be obtained by method (1) only by low-pass filtering

thce output of the generators available, which of course incrcases
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correlation. Slow sampling to reduce correlation was too time
consuming for the large number of samples needed. Also, control-
ling statistical parameters was quite difficult. The second mecth-
od is a software approach which has great appeal in a problem
where most of the analysis is done on a computer. The technique
used employed two subroutines from the IBHM Scientific Subroutine
Package, RANDU and GAUSS. RANDU essentially picks independent
samples with a uniform distribution between zero and one using

a power residue method. GAUSS simply sums a fixed number of thesc
uniformly distributed samples to approximate onc sample from a

aussian distribution. Owing to the central limit theorem (see

39

10), the approximation is very good for even small numbers of
samples, as successive convqlutions of identical uniform distri-
butions rapidly approaches a gaussian one. The resulting sample
is normalized to have zero mean and unit variance. If L uniformly
distributed (on [0,1]) samples are used to produce one approximate
to a gaussian sample, then the range of the normalized deviate is
t(L/Z)/Jf7i§'standard deviations (see Appendix C). For L = 12

(as in GAUSS), the range of generated numbers is *6 standard de-
viations, quite reasonable for any physical process. A finite
rccord autocorrclation (fig. 1) with L = 12 shows that the sam:
ples gcnerated have little correlation and therefore resemble
samplcs of white noise. A histogram of the same 15,000 samples
generated in this manner appears in Figure 1. The sccond method
was used to provide the source of gaussianly distributed random

values.
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LARS data is stored digitally on magnetic tape. Softwarc
was devised to add the generated deviates to the existing data
and crcate a new set of data. ‘In the multispectral data, pro-
vision was made to adjust the variance of the 'noise- separately
for cach channel. The word “noise" will represent the set of ran-
dom samples added to the data. Data is uniformly quantized to
the range of 0 to 255 before being stored on magnetic tape.
The noise added is mcasured in the number of units ‘in one standard
deviation, where one unit corresponds to one bin of the 256 used.
The sample values of signal plus noise were re -quantized uniformly
to the range of 0 to 255 with no gain changes. Figure 2 shows
an agricultural scenc and digitized scnsor output for various
levels of added noise. Figure 3 shows line 369 of the scenc in
figurc 2 with the samc values of standard deviation (sigma).

The agricultural area which was used is shown in figure 4.
The fields which were used for training arc outlined. A set of
histograms for one of the ficlds appears in figure 5 under dif-
ferent levels of added "noise'". The histograms arec somewhat
ragged duc to the rclativcly small number of samples in that
particular field.

This particular arca (from flight line C-1, Run 66000600)
has been used by LARS ((1), (5), (8)) for a number of studies
as it has a representative number of varied crop types. The
training ficlds were carefully selected by LARS staff members.
Actual crop types and density of cover has been carefully studied

and tabulated.
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The classifier was traincd for each of scven added noisc
levels: no welse, 2, 5, 7,310, 15, ang 20 units of standard
deviation for all channels. Pattern Pcéognition was carried
out on data of cach of the above neisc levels by using a eclass-
ificr trained with samples of the same noise level. The optimum
feature set corresponding to 4 channels was chosen for the no
noise case and used for all of the rest, These four channels
corresponded to wavelength bands of .40-.44, .52-.55, .66-.72,
and .72-.80 micrometers. Test and training fields are listed

in Figure 6.

RESULTS

Accuracy was determined on the basis of per cent correct
classification of samples from known classes. Pigure 7 is a
graph of classification accuracy versus sigma. (About 3200
samples were used in training and 13,000 in classification).
ote that one of the lines represents the accuracy based on
classification of the training samples only, and another rcpre-
sents the test samples. Results for two particular test classes
also arc given. Test samples consist of samples from fields of
known classes which are not necessarily used in training.
Results are displayed with test ficlds outlined in Figure 8.
Blank spaces correspond to points which were below a proba-
bility thresheld of one percent, That js, the elasdifier decides
which class to announce for a given point. If the probability
of the point being from that class is less than the threshold

value (which can be changed), no class decision is printed
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(see (1)). To make the results more explicit, the classification
of a1l data as wheat ig printed eut in Figuve 9. Below i a table

of results including the two specific test classes.

PERCENT CORRECT

Added Noise Units of

Standard Deviation Train Test Wheat Soybeans
_ e g R

0 97 .4 91 .8 98.1 95.7

2 92.8 86.3 . 96 .7 89 .5

5 79,9 6% 87 .9 609

7 70.3 58.9 80.8 by ,3

10 57.4 49.1 5 s 33.9

15 42,7 3650 567 157

20 38.3 3L 7 52.6 15.3

(sece figure 7)

As onc might expect, the shape of the curve in Figure 7
resembles the complement of the error function. One important
feature is that adding a small amount of noise (up to sigma=2)
makces only a small difference in performance when the level of
added noise is already either very small or very large. This
would seem to indicate that schemes designed to reduce pertur:
bations in data causced by added noise would have to make a con-
siderable improvement when the noise level is in these regions.

A problem of interpretation arises. The data without any
simulated noise still has intrinsic noise in it. Thus one can-
not speak of some signal to noise ratio without knowledge of the

noise already in the data. To further complicate matters, the
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complete abscnce of any corruption obviously will not imply per-
fect classification. In the data used here, for instance, the
class called corn may have a multivariate density which will
overlap the class called wheat in the 4 dimensional observation
space corresponding to the four features used to measure the sample
values. This overlap will correspond to error regions as the
maximum likelihood classifier chooses the class with the highest
conditional p.d.f. Consider the classical binary case with one
feature in Figure 10. If the estimated statistics for the two
classes under the gaussian assumption correctly model the situation,
then the shaded area will be the total probability of misclass-
ification (assuming that all observations will be from either of
the two classes). The addition of independent gaussian noise

will serve to increase thc variance of each class, and thus in-
crease the total probability of misclassification. Hence var-
iancc due to both noisc and the data itself contribute to misclass-
ification. A signal to noise ratio bascd on the noise itself

loses meaning when the various classes alone have different values
of variance. There would be no obvious relationship between

sisnal to noise ratio and performance. The reader might refer

to Van Trees (10, section 2.6) wherc the above is discussed as

part of what he calls the general gaussian problem. The two class,
M features case is developed. In most references, any external
noise would become part of the class statistics and would not

be considercd separately. Hence the performance of data systems

of this type cannot be evaluated strictly on the basis of how
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well external noise is minimized, but must take into account how
well the system reproduces the properties of the target.

Another type of classifier known as a per field classifier
(11) was used on the above data. This classifier performs pattern
recognition on é group of samples under the assumption that all
are from the same class. This type of classifier seems partic-
ularly useful on many types of data where field boundaries can
be distinguished. Results (not shown here) for this classifier
showed near perfect accuracy under .all levels of noise. An
obvious explanation is that this classifier uses a number of
samplcs to e¢stimate the statistics of the group, then uses the
statistics to make a decision. The effects of noise and data
variance are essentially averaged out. A simple weighted
distance minimization to the statistics of the known classes
provides the decision rule. This type of classifier would then
require careful training. In conjunction with a cluster technique
to determine boundaries ( such as (12)), this type of classifier

might provide a highly automated pattern recognition system.
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FUTURE RESEARCH
It is obvious that a large number of assumptions and approx-
imations were made in this study. The large number of paramecters

and the size of the system made this necessary. Because of these
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compromises and the open ended nature of the work, the following

topics are suggested for further investigation.

£

Determination of classification accuracy of noisy data
using statistics generated with no added noise.

Determination of the effect of noise on the optimum num-
ber of features.

Determination of the diffecrences in adding noise with a
continuous distribution to samples which are alrcady
quantized, then requantizing, versus adding noise to the
unquantized data.

Determination of the effects of varying noise levels
in channels separately on featurc selection and class.
ification.

Examination of the effccts of noise and/or data time
correlation on classification.
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APPENDIX A

The Hoise Adding Program

The program essentially does the following:

1. Reads user generated values for the number of units
standard deviation desired for ecach channel.

2. Creates a new ID record for the noise run and stores
the values of standard deviation used by cach channel.

3. Reads lines of data from the run to which noise is
to be added and gencrates the needed number of noise

samples.

4. Adds these together and writes these "new” lines of
data on to a new tape.

5. Retains the standard data storage tape format so as
to be compatible with the LARS processors.

Note that RANDU generates about 540 million random numbers
in sequence and then rcpeats. In order to keep the sequence
unique, each run used a noise starting number which would have
been the next in sequence for the previous run. Twclve numbers
arc used from RANDU for each gaussian sample. Therc were 222
data points per channel per line, 12 channels per data point,
and 950 lines in 66000600. This gives about 2.5 million data
samples. Then about 30 million numbers (12 uniform for one
gaussian) or about 5.7% of the possiblc number of noise samples

available were used for cach run.
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APPENDIX B
File Information
The run used as clean data was 66000600. The generated
noisy data runs are stored on tape 88. Run numbers and noise

levels are given below

Run Sigma (all channecls)
66000610 10
66000611 5
66000612 2
66000613 15
66000614 7
66000615 20

Classification results are stored on tape 100. Files
1 thru 8 are strictly for experimental purposes. Channels
1, &, 10 and 11 were used To classify the data.

Files 9 thru 15 contain the results used in this work.

The serial number for cach trial with the corresponding run

classified is given. Only odd lines and columns were classified.

Serial Number Classification of Run
715010009 66000600
715010010 66000610
715010011 66000611
715010012 66000612
715010013 66000613
715010014 6656000614

715010015 66000615
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APPENDIX C

Moments of the Approximately Gaussian Samples

RANDU and GAUSS in the IBM Scicntific Subroutine Package
use the following technique for goencrating numbers with a dis
tribution which is approximately gaussian.

Let X »5 Xy be independent, idemtically distributed,

X
JiEn
random variables with uniform probability densities on the interval

EB, 1). Then, by the central limit ‘theovenm,

M=

A

¥ low Bode, w8 e
N S

S X 2

1

i=1

is approximatcly gaussian, the approximation improving with in-

creased . Xg is normalized by defining a new random variable
B o E&xz)
Z = = where E stands for the expected value, and sigma,
X

S

the standard deviation. Z will then b2 normal with zero mean
~nd unit_variance.

All that remains to be found are E(XQ and Oy

The meam BLE) = Bt + %y + .o K :
= elx) + Blx) s B
= 1/2 4 1/2 4 ...+ 1/2
= N/2 G

oif = oflx, - 2P} - (7)< 221

E2<X ) 5 OIS Erem L1, (3).
S
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-5 3 L \
F(XS ) = E[(iflxljf] = E[(%, + %, + ) (% s 8, + X
N N N
= E( L. ¢ 3244 x.xk) (4),
j=1 * j<k
N N -
2\ 2 g%
But E( ? X; > % .§ E(Xl ) & NE(Xi ) = N [x."py (x.)dx
et & i=1 1
~ 00
3.1 ,
= N ‘[xzdx = g ‘ = N/3 (5%,
0
0
. NN N
Also E{2 X ZX.X ) = 2 ' E(x;%, )= 2 £ % E(X)Ekxk)
j<k £y j<k ] j<k
N
=2 %518
j<k
Now there are (N-1) + (N-2) + ... + 2 + 1 = N(N~1) of these terms.
T
N(N-1) N N(N-1) _ N°-il
So the above = 2° ~=5"=> ° 1/4 or E(ZL z x.xk> = g = = (6).
jek
; : / N2-N
Putting (5) and (6) into (4) onc has E\st> = N/3 + 5
_ BN aN2+3N _ ggzig
S | B (7).
Putting (3) and (7) into (2) one gets o o 3N2+N - 3N2
B & B 12
= N/12 or oy = VN/12 : (8).
S

This of course is a special result of the theorem which states
that the variance of the sum of independent R. V. is equal to the

sum of the individual variances.
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N ; 5
L ] 2(x%) - EZ(X)J = N(1/3 - 1/8) = N/12
izl . 4
N \
So the normalization formula is (;2 Xi) ~ N/2
7 = i=1
VN/12
, 1.2 \
This is cqual to ( & - 6 for GAUSS, where N=12.
izl

N
The range of possible values of X Xy is obviously zero to N.
i=1

“N/? to N-N/2 or

VN712 VN/12

So the range of the normalized deviate is

N/2
VN/12

+

standard deviations.
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FIGURES -~ ILLUSTRATIONS

- Histogram and autocorreclation of noise used

Photograph of an agricultural scene and the corresponding
scanner output for various noise levels (.80~1.00 micrometer

wavelength)
Plot of one scan line for various noise levels

Agricultural arca classified - photograph and scanner eutput
(.80~1.00 micrometer wavelength)

Single field histogram for various noise levels

- Training and test field list

Graph of percent corrcct classification versus standard de-
viation of added noise

Classification results

Classification results for wheat only

- Probability densities in the classical binary hypothesis

case



E RANGE OF -50 TO +49

HISTOGRAM OF QUANTIZED NOISE
IN TH

20

-
o
-
3
O % ¥ 3
e
3 3 3 %
L3 3 3 3§ 3 3% 3
8 3 B8 3363 3 0 3
P36 3 3 3
O 3 3 3%
N3 3 3 3k 3 3 3 3 0 3 4
O B 4 3 AR 3 K
L3 3 3 % 2 3 36 % 3% 3
I3 3 3 3 3 3 3 3 % % 3 3
I3 3 3 923 I 3 3
3
3 3 A 39 3 B I
I 3 3 I
O3 I R
D 3 % 3 H
TR
O % % % %
O ¥ %
o
[

T}

0000000000000 00DOVOO:!

+40 +49

1777626111
+30

1655
et C e  C e e e e ]

DA
+10 +20

)

-10

B R e R R e e e SRS £ 2 L

*C
-20

42

1841

[++++ 4444144444+ 40441404

122167DA
=30

=40

=50

0000000000
O 0+ NODOFN

0 SAMPLES OUTSIDE =50 TO +49

15000
102.01180

/8

Histogram of 15,000 Points

FINITE RECORD AUTOCURRELATICN

B T R R

. J o
: &
. bE
: :
- O
=3 1=
O+ -
— I s 8
: :

Aol o Aon
6753

Pan
vel
1]

ONE _UNIT ON THE Y SCALE = 0.205E
Teeeelaceelonealocealocealocealonas

ceelecaclecss

0.990E 00 »

eleae

.08 pse O

w
o
X
Q
»
x
we
I —
e e el e b s
S
00000000000 0T0OR000TCBO0ICCOCAOOICCOIOV0OCOCO000O00
-
= L5 9 L L LU L LWL
z
=] NODOFNODOFTNOVOF DO~ OO
D0 DA AN AN 3 MMy
I N R R R R R R R R R R S
Z 000000000 3000000000RC080000000000000030009000000020
T

]
~

Autocorrelation - 100 Lags

Random Sample Statistics

Figure 1




Agricultural Scene from C-1
(B&W Photograph)
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