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Introduction

A LMRS data handling system development effort was started 1n November
1967 to solve the probleﬁ of misalignment in the aircraft scanner data being
analyzed at LARS. The scanner senses visible¥* wavelengths and infrared
wavelengths with separate but similar detectors. This configuration rssults
in imagery which is not geometrically coincident for all wavelengths. The
ipitial attack on the problem resulted in a computer program which reqﬁired
manual alignment instructions and sucessfully combined visible and IR data
from a flight line by December 1967. Work since January 1968 has been
directed toward analysis of the data characteristics and design of an
automatic system which will require no menual. support once bhe data combina»
tion process is started. The average level of effort has been aboul one

nalf time over the duration of the project.

Project Goals

The alignment problem ariscs because there are four separate sensor
systems combined into the miltispectral scanner system. These fou{ sub-
systems detect energy in 17 channels; 1.) 80° field of view visible band -
10 channels; 2.) 80° field of view reflective infrared - 3 channels;

3.) L0° field of view reflective infrared = 3 channels; and 4.) thermal

infrared, 1 channel, ,0° field of view., The data from these four sub-

systems (also called apertures) is from the same general ground area

¥ The words visible, and vis as used in this report refer to the .4 to 1.0

micron 10 channel scanner data. Infrared refers to data sensed by the scanners

covering the 1.0 to 14 micron region,
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but is recorded on two separate tapes. The data on the tapes is not
aligned so that a particular point on the ground is represented in
coincidence in all 17 chamnels of data. The aligrment must be very exact
if pattern recognition research is to be carried oul based on a 17 element
measurement vector for each resolution element on the target. Thus the
data from the four tapes must be combined on one tape in such a manner that
the data vectors have coincident information in all channels.

The alignment problem is due specifically to the fact that the data is
sensed by different units, and the channels are recorded separately,
digitized separately, and reformated separately. In this process the
starting points in scanner. lines from different tapes may be different,
sampling frequency may be different, lines may be lost on some tapes due
to bad data or digitizing problems. TFurthermore, the formats of the data
lines are different and the angular fields of view from the apertures are
different. These factors make it impossible to use the four apertures for
research by addressing the tapes separately.

The research and system development work done since January 1968 has
been directed toward an automated solution of this problem. The systen
design goals are as follows:

1.) (The input tapes will be referred to as the 'master”

and the "slave".) The first master will be the 10 s
channel visible band tape and the first slave will

be the 1 chammel thermal IR tape or a 3 channel
reflective IR tape. The system will combine data

from the two tapes in such a mammer that data samples
are coincident on the resultant data tape. For initial

runs the "old! LARS 12 channel. format will be used
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and the IR data will replace one or more of the 12
channels of visible data. Subsequent runs will use
the previous output tape as the master and the
remaining IR tapes will be the subsequent slaves,

2.) The master and slave tapes must be manuvally aligned
at the start of the run to within 5 lines and 5
colums of being perfectly coincident. These start-
ing values must be punched in an input card for
each run, After the run has begun the system will
correlate the data and produce a combined tape
auvtomaticoally.

3.) The accuracy of the overlay process is to be plus
or minus one sample and plus or minus one line from
true coincidence. For the cases where an entire line
of data is missing or unuseable, the system will skip

the lines on the other tape to achieve coincidence.

These are the primary guldelines for the overlay system. The gensral
topic of pictorial data analysis and processing has many aspects and
there are many possible applications for techniques which can automatically
extract information from pictorial data., Some applications which would
be of interest to LARS researchers are: ’
1.) Automatic combination of aircraft scanner data from
flight lines over the same area taken at different
times. This facility would enable research to be
carried oubt on for example June, July, and September

data from the same ground resolution elements. These

samples would be callable in one coincident data



3.)

L.)

-

vector from each ground element as the 10 data channels
are presently callable., This feature would then add an
additional, as well as a new, form of measurement
dimension to the scanner data. The time dimension could
replace a set of wavelength dimensions or the total NT ¥
NC dimensions could in some manner by supplied to the
researcher (NT = Number of times samples available for,
NC=number. of channels at each time).

Boundary detection in ground areas where pictorial output
display does not produce sharp border representation. The
overlay system being developed performs a bovder enhance-
ment process which produces a map of boundaries, This
intermediate output form is what would be useful to
persons doing identification of data and selection of
training samples, Features which may not be recognizable
at all in one or two channels can be enhanced and thereby
become visible.

Preliminary results indicate that border detection process
could be used to detect areas of closely spaced changes in
reflectance such as clusters of buildings. Such capability
may be of value where insufficient data samples exist for
training samples for small features to enable a pattern
recognition technique to work.

One border detection method being studied produces the
average value for each channel in the areas outlined by
the detected borders, Thus only one sample from each

nfield" would have to be classified by PR techniques and
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and the results assigned to the total area enclosed by
the border. This approach would be advantageous if the
total time for border enhancement plus PR was less than

for a total PR process,

The data overlay project thus has possible benefits beyond the solution
of the present Michigan scanmer alignment problem. The project is explor-
ing the region of the two dimensions (spatial and temporal) not yet studied
at LARS. Study of the nature and detectability of geometric shapes could
be stimulated by the boundary enhancement investigation, and the availability
of time as a data dimension may be of velue in multispectral pattern

recognition work,

8



III. Data Overlay System Guidelines

The data combination requirement implies that some method is needed
for correlating each sample from a visible band (or "master') aperture
with each sample from an IRt (or "slave!) aperture. Correlation on this
basis is not efficient or necessary for the scamner data problem. The
misalignment problem is of such a nature that once a match is found the
subsequent samples in a flight line tend to remain matched for seveval
scanner lines. This is true since the scanners and A/D process operates
with nearly identical and relatively constant parameters; i.e. shaft speéd,
digitization sample [requency, A/D format, etc. Thus only "small
corrections are expected for alignment and these changes should occur
relatively few times during a flight line.

These factors led to the decision to correlate in two dimensions on
the basis of a total scammer line and a column segment or an average of
several colunns. The line and column choice assumes the misalignments
are purely btranslational at right angles to and along the flight line.
Rotational distortion of the data due to aircraft yaw is not due to
scanner problems and is not studied in the project to date. The basic
system ground rules chosen at the start of the project are;

1,) Horizontal correlation on a line by line basis using all

data available in the line as a range of integration. |
(Horizontal in the study refers to the scan line direction
which is horizontal as one observes flight line printout
ruming from the top to bottom of a page. Vertical refers
to the along the flight line direction.)

2.) Vertical correlation using a moving segment, of a column

and averaging selected columns if necessary.
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3.) Overlay is to be achieved using “checkpoints", Check-
points are points in a flight line where a specification
is made that a particwlar line and column in the visible
or "master" data must coincide with a particular line
and column of the IR or "slave® data,

L.) The system will execute a "three pass" process, Pass 1
will preprocess the data to enhance the features which
will aid in correlation, Pass 2 will carry out cross
correlation and generate a list of check points to be
used in overlay. Pass 3 will combine data from two
input tapes using the checkpoints from Pass 2 and write
a combined data storage tape., (Futwre work will attempt
to combine the passes for efficiency. The 3 pass approach
is degsirable during development. The process can be
stopped and studied after each pass to see if resulls
are acceptable to the next pass.)

The phases of the overlay process are diagrammed in Figure 1, A
typical overlay configuration is shown in Figure 2. The IR data usually
covers less area than the visible due to the smaller field of view thus
there will be areas on the overlay tape where no IR data exists, These
areas will have zero for data values., The value zero is defined -as
"no data" for the overlay tape and does not indicate zero data value.
The value 1 will represent a data point of zero value.

The present IR scanner data covers less area than thevisible and is
in a sense "overlayed" on the visible, The term "overlay" is used for
descriptive purposes only. The IR data is a separabe channel and 1s not
actually overlayed on but simply stored with the visible data in a corre-

lated manner. The parameters and program variables defining the boundaries
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are critical to understanding the structure of the overlay operation so
are discussed here:

The input data required for operation of the system is of three types:
New run definition, run definition, and initial alignment. The new run
definition consists of a run number for the new overlayed run to be formed
the tape nuuber to be used, and the channel the IR or '"slave" data is to
be placed in, Run definition consists of the run mumber and sample and
1line boundaries of the two data runs to be overlayed and channels to be
uwsed, The initial aligoment data specifies the visible and TR 1ines and
columns which will be made coincident at the start of the overlay process.

The visible run definition gives the tape line and columns specified
in Figure 2 as first and last visible line and first and lastvisihle column,
The TR run definition gives the same coordinates for the limits of the area
to be overlayed from the IR tape. The alignment card gives the four
numbers (indicated in Figure 2 by the cross in the lst IR line) which
specify the initial alignment-this set of four nunbers is essentially the
first checkpoint and is treated as such in the program. Correct specifica-
tion of these input data is extremely important for correct overlay and
checking is done in the program to insure the specifications are at least
logical. The second alignment aumber is the first IR line to be overlayed.
This is redundant with the same item from the IR run definition pince
overlay camnnot begin until an initial line correspondence is given. The
duplication is retained arbitarily to make the numbers complete on the
cards. These data cards are all that is required to overlay data. The
rést of the process is to be subcmatic. Thus the automatic generation of
checkpoints is the basic problem to be attacked in the project. Discussion
of the overlay process first is intended to form a basis for understanding

the need for the data analysis work done, A brief description of what was

done follows.
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Border Fnhancement Ixperiments

The inmediately obvious approach to overlaying the scanner data is
to cross-correlate the unaltered data and define a match at a node in the
correlation function. This was tried early in the project and results
were not favorable. The basic nature of the two types of data being
combined is different so that the shapes of the two data lines do nob
¢orrelate in general., The similarities in the visible and IR data are
geometyrical and not spectral., The visible data values represent reflec-
tance of energy whereas the thermal IR data represents emissive energy.
due to thermal activity in the target. A visible band area which has a
high reflectance at a certain color is not necessarily at a high tempera-
ture or does not necessarily have a high emissivity. It was concluded
that some means of transforming the data would be necessary in order to
enhance the geometrical features of the target so that correlation couvld
be achieved on the characteristic common to both types of data.

The target characteristic of importance is that the ground areas
being observed are highly cultured; that is, man has altered the
features of the land to suit his needs and in so doing has partitioned
the surface so that borders are seen which did not originally exist.
These borders are edges of agricultural plots, road edges, bulldings,
city areas and the like., These borders exist in addition to natural
borders such as riverbanks and edges of forests. It became apparent
that these characteristics of the target could be used to enable cross-
correlation and scanner data overlay. Borders in an area will be common
to data from different sensors whereas the data characteristics from
areas, say within a field, may be markedly different. This notion was
used as a basis of the overlay research which has been carried out at

TARS, The item which was studied first was thus the border detection
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problem. Several methods of preprocessing the data were investigated
and a brief discussion of that work follows.

The general problem studied is that of enhancing certain attributes
of scanner imagery while suppressing others. The features of particular
interest here are the lines which form the boundaries between say a corn
field and a wheat field or a road and a field along side it., Several
methods of performing the enhancement are studied. A1l of the methods
f£all into two categories, however, those vhich utilize the data values
and those which use the derivative of the data. The nature of the changes
in reflectance and emittance of the data suggests strongly that
differentiation of the image should cause borders to stand out while
suppressing the data within vordered areas. Differentiation experiments
conshitute the major part of the work done to date; however, step function
curve fitting of the unaltered data is o process which was also studied,
The methods of enhancement studied in detsil or briefly looked at are
listed below:

1.) Processes Using Differentiated Data

a. Horizontal and vertical lst difference
b. DPrefiltered lst differences
2.) Processes Using Data Values
a. Step function curve fitting 3

b. Filtering data before curve fitting

Differentiation of Imagery

.

Two factors exist which suggest that differentiating imagery will
enhance borders. One is the previously indicated fact that scanner data

tends to remain constant across agricultural fields and other features of
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large areas and "jumps" across boundaries to new values., The second is
thaﬁ in some cases data is available from more than one coincident channel
as in the case of the 10 channel .4 to 1.0 micron scanner used by the
University of Michigan. The derivatives from the multiple channels can be
combined to form a composite derivative which will accumulate the effect
of borders in each channel and provide a high "contrast' border enhance-
ment process,

The overlay requirement most extensively worked with in the project
was the combination of 10 chamnnel visible and reflective IR data with
one chamnel thermal IR data, The visible band data enables boundary
derivative accumulation by a factor of 10 whereas the thermal IR has
only one channel thus a "sharp" and a '"noisy" border enhancement result
was expectéd for the two types of data, respectively. The first difference
corresponds to the first derivative for discrete data., The first
difference is taken of adjacent points in the herizontal and ver£ica1
dimensions in the program developed, The magnitude of the difference is
surmed since negative and positive differences both indicate a boundary
irrespective of whether the data is increasing or decreasing in value.
Also the data value may be decreasing in one channel and increasing in
another at the same border and to achieve an accumulation of border
indication summing of positive values is required, The operations

performed are:

N
=\ k K P
ALN, 5 Z [xi’j Xj_,j-ll 372 ,NPTS
11
AIN. . = 1st line difference for ith line, jth sample
T (colum)

channel. index

=
i
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N = Number of channels available

il

i = line
J = column
xij = sample value for ith line and jth column

NPTS = number of columns in line

The difference between lines for column J is:

N
-\ k k
80055 = ) Iy =y
k=1

ACOij = lst column difference for ith line,; jth column

The expressions above are implemented as part of the border enhsnce—
ment phase (See Figure 1) and several flight lines of data have been
processed. The horizontal (1line) and vertical (column) differences are
written on a data storage tape along with the sum of the two so that a
complete border enhancement pictorial printout can be obtained for display
purposes. The cross correlation process, however, uses the differences
separately.

The effect of basic differencing on typical lines of scanner data
is illustrated in Figures 3 and 4. Only plots for two lines and ¢olumns
from the 1966 C1 flight line are presented. Similar plots for other
flight lines studied could be presented; however, the effect is similar
for all the data. The important characteristics of the differencing
transformation on the data can bhe seen from these plots. The plots of
line 141 show several interesting results of differencing. The most
prominent is the high and extremely wide pulse at the center of the plot

which is due to a paved county road which runs the length of the flight
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line. The width of the road contributes the majority of the wide
derivative span; however, a data system error effect isAalso present.
The bright road imagery value is represented as the large negative
(down—going) pulse in the center of the data value curve (upper curves in
TFigure 3a and ¢). The sharp positive pulse to the left of the road pulse
is not data but is due to ringing in the scanner electronics and causes
a large spurrious value to be added to the derivative and causes the
derivative pulse to be broadened and to peak at an erroneous point.
Assuming the road is represented by a triangular pulse peaking at the
center of the road, the magnitude of deprivative should be a square pulse
having the same width as the road. As is evident, the pulse is n&t square,
but peaks slightly to the left of the center of the road. If correlation
is carried out with imagery from another scanner, which may produce a
different derivative characteristic, erroneous lockon could result. Thus
system 'noise" is seen to cause possible error in the overlay process,
Figures 3b and d are plots of the difference for the single channel
thermal TR scanner. In Figure 3b a very large difference is seen in the
received energy from the left and right sides of the road. [Note: the
IR scanner has a AOO field of view whereas the visible band scanner has
a 20° field of view, thus only half of the IR line has data.] From left
to right, the ground cover being sensed is soybeans (data value 128)
then the sharp negative step is a bare soil field (data value about 100)
then on the right of the road is a wheat field., The data value rises
rapidly at the right side of the bare soil field, peaks al 110 on the
horizontal axis at a data value of about 170, and then settles back to
the wheat field value. The derivative peaks at the steepest part of
of the rise toward this data pecak as is expected. At first glance, the

positive peak in the TR data would presumably be the road and one might
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expect the overlay system to line up the two peaks in the data. Close
examination of the rest of the IR line, pictorial printouts, and photo-
graphs of this area shows that this would not be a correct result. The
1eft side of the bare soil field occurs at column 84 in the visible band
and at column 82 in the IR. Also the center of the road is at column 107
in the visible and 105 in the IR. Thus the pulse in the IR at column 110
is not a response from the road but is a 'cool!* area along the road
inside the wheat field which can be noticed in a photograph of the area,
The road is, in fact, vepresented by a slight decrease in the slope of
the TR curve at column 105 and causes a dip in the derivative curve, A
completely false interpretation of the boundary information of both the
data and derivative occured by both the program and human interpreter,
The point of this discussion is that neither the data or its derivative
offers accurately enhanced data and steps must be baken to analyze and
design an algorithm which will correctly define borders,

The first diffevencing approach offers a good but not a perfectly
accurate method of enhancing borders - the error being due to two causes;
(1), noise fluctuation in the imagery, and (2), differences in the nature
of the data (i.e., reflectivity versus emissivity). In an attempt to
reduce the data fluctuations which cause spurrious peaks in the derivative
the scanner data was preprocessed through a low pass filter and horder

enhancement and correlation was performed on the modified data.

Seanner Data Pre~Filtering Analysis

Tn the work carried out, two simple low pass filters were used to

smooth scanner data lines only; and border enhancement and correlation

# The apparent brightness or temperature of the scene increases with
decreasing data value.
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results were compared to the results using unfiltered data. Two linear

filters were studied:

3040
Loy, = S i =2, NPTS
X, .+ X+ X,
and 2.y, = i-l 5 L5 L2 wprs

where Xi are the values of scanner data points and s the filtered values;
NPTS is the number of points in a scan line, Assume (Xi} represents a

sequence of points obtained by sampling a sinusoid:

X = eijti
1

where: w = Frequency (radians/sec,)

At = Sampling interval (sec.)

J paad ,/ ..l
Then: 1 eijti _(,1_59:%
' L) 2
) _ eijﬁ (1 + e~ijt n eijt)
- Yy 3

Assume that the data was sampled at an interval of 1 sec, Then the
effect of the two filters can be predicted as a function of frequency
reiative to the sampling frequency. The power spectrums for the.filters

are given by:

. L+ cosw
1, Pl = 5
1L+ 2 cosw 2
. 2. B, = (R0 (v = 215)

These two functions are shown in Figure 5a as a function of fr = f/fs,
where £ is the true frequency and f_ 1is the sampling frequency. The

three term linear filter clearly offers significant bandwidth reduction
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for the small computational cost involved. The filters weré programned
and a filtered data tape written for the several flight lines, As a
check on the effect of the filter the Fourier transforms of many scan
lines were computed before and after filtering. Plots of the magnitude
of the frequency domain representation of line 141 from the CclL, 1966
flight line are presented in Figure 5b, ¢ for the visible band gperture
and thermal IR scanner. Data lines LA4L and 221, Figures 5d and e, show
the shape after filtering along with the derivative of both, As can
be seen, the scanner line has a much smoother contour and the derivative
has fewer small amplitude spikes,

Scanner data was preprocessed using these fi1ters and border enhance-
ment was carried out cn the altered data., Both differencing and step
function approximation to be discussed next used the filtered data as
input. The results of the enhancement of imagery will be discussed

later in this reporb.

Step Punction Approximation

The basic nobion behind the step function approach is similar to
that for the border detection by differencing approach, It is hypothesized
that data values are relatively constant over an agricultural field,
pasture, or other areas of homogencous nature, Changes in the v?lue of
the area constant will generally take place ab borders and the data is
assumed relatively constant in the next area, This hypothesis suggests
that a sequence of step functions could be fit to the data lines and
columns which would step or jump at borders to new values in successive
areas.

The graph of the IR data for line 141 (Figure 3b) suggests the step

function nature of certain areas, Txamination of many lines and columns
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of data led to the design of a basic algorithm which has been under test,

The approach to implementing such a scheme was arbitrary and an analytical

method of improving the algorithm is being sought.

The logic behind the construction of the present algorithm is as
follows: Choose a minimum averaging span of scanner samples and after
that set has been averaged, test subsequent points for sipgnificant
deviations from the average. Since '"noise! pulses in the data could
cause false jump indications, a minimum is imposed on the number of points
which must deviate from the existing average in order that a jump be
defined. The jump criterion should be some funcbion of the statistics
of the line.

These notions were used as a basis for the step funcbion algorithm,
Several parameters are imbedded in the above definitions and noneg have
any associated means of finding their values. Thus once an algoritim is

chosen, the problem still remains to find suitable velues for the para-
J t

meters. The parameters can in fact be considered part of the algorithm.
The parameters in question for the method suggested above are:

1, The number of samples to be averaged before jumps
will be tested for., This would be counted from
the sample at which the last jump was defined.

2. The value of deviation which qualifies as a jump.

3, The number of consecutive samples which must

deviate from the existing average for a jump to

be specified.

These parameters must be specified for the horizontal and vertical

dimensions.

The most critical parameter is the jump tolerance, Since no

a priori knowledge is available to enable prediction of a jump level,
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a reasonably logical approach was chosen., The standard deviation of the
line segment being averapged is computed and this quantity is used to set
the tolerance for detecting a jump. The choice of this measure for
determining the jump tolerance completes the basic definition of the
algorithm. It is clgarly heuristic and it is intended to serve as a basis
for further research on the problem of boundary detection.

Once the structure of the algorithm is defined, operationsl specifica-
tions can be made. The first problem considered was that of specifying
the value of the jump tolerance which is to be a function of the standard
deviation of the line segment. The choice is a first order nonlinear
function. The multiplier is a variable which is determined by a measure
of quality of the step function approximation for the entire line. The
present measure is the total number of jumps in a line. The reasoning
in this choice is that since no error measure is available, a constraint
on the number of borders found per line should offer a reasonable step
in the direction of optimizing the process. Inspection of the imagery
gives an average number of borders per line for a type of area such as
grain farm land. By constraining the algorithm to specify this many
borders on the average, a more accurate border approximation is expected.

The steps constituting the algorithm are as follows:

1, Compute average for line segment:

J
K 1 }“
m, = =g X,
j ,_K.+ - 1
Jmdp T i
m§ = the average at the jth column.
Jf = the starting column of the current Kth line segment.

j = present column being addressed,
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>
i

data value of ith column.

=
li

the segment indicator.

2. Compute standard deviation of the line segment:

3 1
I e NN
S Sgher &1 3
J=93 li*K
1

0? = standard deviation at column j for segment K,

3, Compute jump tolerance for segment:

L. Test for jump:

Kj - mgl (Deviation from mean)

If T§ is positive, define a possible jump at column j.
T§ must remain positive for NJUMPL consecubive samples for jump to be

accepted,

5, If a jump is specified at column j, reset average to zero
and begin averaging again at colum j + 1 and average for

NSPST columns before testing for jump.
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. The multiplier for the jump tolerance (ML) is
determined from the previous value and the
number of jumps in the present line., If the
number of jumps was zero, the multiplier is
reduced in value by a given increment and the
process repeated for the line. If the number
of jumps vas greater than NJMPL, the mulbtiplier
is increased and the process repeated, This
process imposes negative feedback on the
algorithm and tends to control the performance.
Also the value of the computed tolerance is

Timited both above and below,

Testing of the algorithm revealed a problem due Lo wide boundary
reatures - specifically the road in the CL flight line., The point ab which
the border should be defined is the middle of the road. However, as the
algorithm scans from left to ripght the road border will be defined on the
left side of the road. Similarly in a right to left scan, the border
would be defined on the right side of the road. Such conditions could
introduce several resolution elements of error, To reduce this error,
the algorithm was expanded to include a left scan as well as a right scan
of each data line. The results are then examined for boerder indications
which are "close", If two are judged close, they are averaged and the
border defined, i.e., the midpoint is taken instead of the two adjacent
points.

A simplified block diagram of the algorithm is shown in Figure ba.

This routine searches for boundaries in scanner lincs. A similar routine

exists in the system for columns. Tt does not,, however, incorporate the
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reverse scan feature discussed above, TFigures 6b and ¢ contain plots of
the step function approximation for lines 141 and 221 discussed earlier.
Although the approximation appears good when observing one or two lines,
theroverall performonce for a large area is not adequate for overlay.
Further work must be done to improve this scheme, The basic assumptilons
behind its design appear sound and an approach to optimizing its perfor-
nance is outlined at the end of this report,

Tn order to ensble experimentation with the difference and step
approximated data, a border map tape is formed during border enhancement
and cross correlabion operations use this tape as input. The ID and data
format of this tape is made the same as the TARS data storage tapes so
that the LARS pictorial printout progran’t can be used as needed to study
the border enhanced dataf The line and column differences, line and column
step funcbion approximations, the line data values, and the sum of the line
and ecolumn differences for the visible ond IR tapes are written on the
border map tape in the border enhancement, process, This 12 channel tape
is used by the correlation program to define checkpoints, A display pro-
gram is included iﬁ the system to pictorially print out the results in a
gray-scale mode or a thresholded mode. Also, any two channels can be
displayed in the threshold mode with an asterisk for one channel and a
plus sign for the other; or if both channels are over the given threshold
for the same point, a "B'" is printed.

Figure 7a, b, ¢ and d shows thresholded printouts for the sum
(horizontal plus vertical) first difference channel of the border map

-]
tape for several flight lines, A gray-scale pictorial printout is

¥ See LARS Program Abstract DH 112
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included in the center strip of the figures to display the boundaries as
they are seen unaltered. The lefl strips are thresholded pictorial pfint~
outs of the 1st difference values for the visible band aperture. The
right strips are thresholded printouts of the IR data. This printout is
generated by testing each difference value to see if it exceeds a given
threshold value. If it is equal or below a blank is printed. If above an
asterisk is printed. In this manéer, a border map is produced which defines
the representation of the true borders made by Uthe approximation technique.
Tigure 7a shows a comparison of the computer gray-scale pictorial printbut
of area Cl and a photograph of the same area. This is included to enable
evaulation of the quality of the computer gray-scale and to supply a high
resolution display of ground features via the photograph that may not be
clearly identifiable in the computer printout.

Figures b, ¢ and d are porder enhancenent by differencing comparisons.
In Figure 7b, the most successful border detection was achieved for the
county road which runs down the center of the strip, the Wabash river
banks which run across the top, and several cross roads and fields through~
out the area. Comparison of lines in the border display with field and
road edges in the gray scale gives some measure of the quality of the
enhancement process. The visible band data has 12 coincident channels to
collectively enhance borders whereas the TR band data has only J to L.
This factor can be seen in the lower qualiﬁy of the IR border printout.
The center road and riverbank features are less clearly defined than
they are in the visible and some field boundaries do not exist which
are seen i& the visible - and vice versa. The IR enhancement in
Figure 7b was made from four coincident channels from the C1 area.
Figure 7c and 74 contain comparisons in which the TR was enhanced from

one charmel (8-14um). This data is from the Indiana highway 37 flight in
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1967. The 12 channel visible band enhancement is of good quality,
however, the IR enhancement is poor and many sharp boundaries in the
visible range are not seen at all in the IR. The data overlay problem
is the most severe in the case where only one channel is available as
would be expected.

Border enhancement using the step function algorithm was not
successful enough at the present stage of development to produce
relevant border pictorial printouts. One interesting result was
obtained, however. The performance of Lhe algoritim was markedly
improved when prefiltering was employed., The border map printout
was improved from an extremely "nolsy" representation to one where
about half of the borders were represented accurately with much
fewer spurious bordgr points.

Border enhancement map tapes were generated for several runs
from two flight lines and cross correlation and overlay was carried out
on this data. The resﬁlts of these operations is discussed in the

following sections.



V. Cross-Correlation Process

Part two of the overlay system (See Figure 1) correlates lines and
columns from the border tape and defines overlay checkpoints wnere a
definite point of correlation can be found. There are two aspects to the
cross correlation process: 1) computing a correlation function and
defining a "lockon", and 2) deciding whether or nol the lockon is valid
and should be used as a checkpoint.

The form of the data to be used for crossfcorrelation is selected
by the program operater. Data value, first difference, or step function
representation can be chosen forvisible aﬁd TR and for horizontal and
vertical correlation, The horizontal correlation function is computed
for each line and the vertical is computed and averaged for five colums
selected from the portion of the flight line wherevisible and IR data
exists.

The correlation function used is the product function:

N
O = 7 by -t < 5 L
3 ). Aiyi+j 10<3<10
A=
where: XoF Visual data point i

yi+j = TR data point i+J

3

N = Integration range
D

Correlation function plots for lockon and no lockon conditions for lines

and columms for various data forms are shown in Figure 8,

Deciding on the value of a lockon is governed by simple logic based

.

on the known nature of the scanner misalignments. In the present experi-

ments the following conditions must be met by a correction shift value for

it to be used as a valid lockon:

{
!
|
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1. The shift values for the last N lines must be within
T lines or samples of each other, N is typically 10
and T is 1,

2. The change from the last lockon as defined in (1) no

wre than 1 different from present wvalue.

A checkpoint is defined:; if in addition to the above being true:
1, The present lockon is different from the last.
2. The previous line defined a no lockon condition.

3. At least 20 lines have been processed since last checkpoint,

The checkpoints are compubed separabtely for horizonbal and verbical
lockons and passed to the overlay part of the system.

The correlation scheme defined here evolved through experimentation
uwsing trial and ervor plus intuition, The rather severe conditions
which are imposed oa lLockon secephance  were necessary because of the
large number of spurious nlgekonst which were being observed. Inspection
of final results showed these conditions and "smeothing!! measures had to
be taken to achieve more accurate overlay. HMore general techniques for
judging lockon quality must be developed since the present methods must
be considered to be data dependent since they are experimentally developed
for a limited amount of data. The correlation process was used jto overlay

data from several runs as described in the overlay results section.

Data Overlay Process

This part of the system carries out the data combination and writes
thé new overlay data sltorage tape. Tt is directed by the initial align-
ment data read from cards and the checkpoints defined in part two. The
functions performed were basically defined in the discussion on overlay

details. The present systenm replaces one or more of the wvisikle channels
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by the cverlay data forming o new 12 channel tape which is fully compatible
with the present data handling system.

An updated version‘wili combine data such that all chaunels from both
the master and slave input bapes will exist on the new or overlay tape.
When the new LARS data haundling system becomes operational, the overlay
system will enable combination of all 17 sensor channels presently
available on one tape in geometrical coincidence. An example of the
placement of the AOO thermal TR charmel. on the overlay tape is shown in
Figure 9 for the 1967 Wi372 £light lire. The left printout is chamel 8
Prom the visible or masbter tape with the IR on the right. The results of
overlay operations carried out with the present system are discussed next,
The preceeding discussion was intended as a description of the develop-
wenl process and does not define a final system, Further development work

is proposed in a subseguent secblon.
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VII. Overlay System Resulis

The present configuration of the overlay system is diagrammed in
Figure 10. Border enhancement, cross correlation, and overlay opera-
tions can be executed in one job under control of the operator. The
scammer data studied was taken from three flight lines as follows:

1. TIlight line code Cl; covering a seven mile strip south

of the Wabash river in south central Tippecanoe County,
Tndisna. Data taken in June 1966,

2, Tlight line code H371,2; selected portions of a 75 mile
flight line flown on April 1967, following Iadilana

Highway 37 which runs from south of Indianapolis to

near Bedford, Indiana. The northsrmost 2/3 of the
1ine has been studied in the overlay project (approxi—~
webely 51 miles).

3, ¥light lines PF21 and Pr2s from July 1968 flight
covering an B4 and N-S strip ruming full length of

Tippecanoc County, Indiana.

N

LER)

the run numbers and lengths of the individual data runs used are
shown in Table 1.

Two performance measures for the border enhancement and cross
correlation process are used, one 1is percent lockon for the hoflzontal
and vertical dimensions, and the second is manual overlay accuracy
estimation. Computer runs have been made using the three types of
input data to the correlation process, Table 2 compares the lockon

percentages for the combinations chosen for some of the data tested.

Percent, lockon is the proportion of the total number of lines in the
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I Approx. Date
Scan Lens;th Data AlE,
Code Run Numbers Lines (111, Takon (")
cl 26600061 (Vis) o9 7 6/28/66 2600
L6600060 (IR) 869 6
H3TL 26700010 (Vis) 2661 15 4/28/67 3200
26700011 (Vis) 1549 9
46700010 (IR) 210 2l
H372 26700021 (Vis) 2hho Lk L/28/67 3200
LGT00020 (IR) 249 1
26700022 (Vis) 2363 13
P 21 26800020 (Vis) 700 7 7/30/68 5000
16800020 (IR)
35800020 (IR)
46800020 (IR)
PF 25 26800030 (Vis) 1100 11 7/30/68 5000
16800030 (IR)
36800030 (IR)
16800030 (IR)
Table 1. Flight lines studied




IR Deta

IR Data

]

Visible Data

Data 1st Step Data 1st Step
Value Diff, e Yalue Niff, CN
Dats,
Value .62 1.25 9,35 5.0 1.84 6,05
lst
Diff. .93 23,05 14,33 .79 59,21 22,89
Sten
TCN 10,990 19.31 37.69 10,21 21,58 17.11
Horizontal Vertical
Table 2a, Percent lockon for run C1 (46O lines correlated)
Run - 26600061 (Vis)
hWE600060 (IR)
Visible Data
Data 1st Sten Data 1st Step
Value Diff, PO Talue Diff, ey
Data
Value .09 10,78 T.0 0.0 0,0 1.29
st
Diff, 20,83 23.93 12.73 0,0 8.78 9.06
Step
e 8,70 10,05 35,60 0.1 1.4 12,3k
Horizontal Vertical

Table 2b,

Run = 26700010 (Vis)
46700010 (IR)

Percent lockon for HW3TL (1128 lines correlated)
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run Tor which the lockon criterion is satisfied. The correlation
dats types are the two border enhancement processes - differencing and
step function; andlthe third is the unaltered scanner data.

Tn most cases the first differencing approach is shovn to be the
best enhancement method for improving the corrclation of the visible
band and far IR band data, The step function form ranks second in some
combinations for a few of the runs, Correlation using the unaltered
data values gives very poor performance in almost all ccombinations.

The quality of the checkpoints defined by the correlation‘progrant_
is diffieult to determine since wisual matching of pictorial printouts
of the data being combined is usually not possible to better than one
line and sample and often it is impossible to gt even that close,
Tisual testing of the overlay runs made to date indicates that an
sversge error of about two lines and samples exists, Since the test
wncertainty is aboul 1 unit the actual accuracy 15 scmewnhat bebter
than this. The vertical overlay appears to be quite exact and the
horizental overlay generally is sboub two samples in error, thus
contributing the bulk of the overall average of two. Specifically
the error is determined by examining N points in a run visually and

estimating as well as possible the line and somple error abt that point.

The average uses the following ervor forrula: s
N 1.,
1 2 2 /%
v S - 4 €
S BN ]
. i i
i=1

where: ER = average overlay error for run R

=
"
I

number of points in the run examined

il
il

the number of samples of overlay error at the ith point



ey
and EV. = the number of lines of overlay error at the ith point.
i ,
The value of the ervor for the runs tested is given in Table 3.

The overlay system is being used in its present developmental form
to combine data from the two apertures in response to requests for
overlayed data from LARS researchers. Work is in progress to overlay
data from the reflective IR aperture which will, when completed,
allow feature selechion and classification based on visible band,
reflective IR, and thermal IR data, Several areas where contiﬁued
development work is recommended on the genaral overlay problem are

outlined in the next section.

Tumber Ave,
Code of Points Error
Tested
Cl 11 2.1
(1966)
H371 Part 1 14 3.1
(1967)
H371 part 2 8 2.5
(1967)
H372 Paxt 1 7 3.4
(1967)
H372 Part 2 11 2.9
(1967)
PF21 5 1.9
(1968)
PF25 7 1.2
(1968) :

Table 3. Overlay Error
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Turther Studies

Several new lines of investigation have begun on the overlay study.
The first is an exploration of the utility of the two dimensional
Fourier transform for feature enhancement and cross correlation. There
are two aspects to this process, 1,) Possible simplification of the
computation of the cross correlation function by multiplying the trans-
forms of the data sets in the frequency domain and taking the inverse
transform to get the cross correlation function. 2.) Frequency domain
processing of feabures by filtering.

The frequency domain computing of the correlation function is
possible as shown below. Let {xi} and {yi} be sets of data points for
which the cross correlation function is to be computed., The desired

function ls:

N
VJ(}Q[(J):E‘ X.Ll+J —N+1_<_J:.N"1
i=1
The discrete Fourier transform of this function is:
N-l N _/CL 2
1 s - .]_‘. }ﬂ - = > N
() =5 ) () Fieg ) e
=0 i=l
Let p=1+ J, i=p-1i *
‘Then: N-1 N /oI 2nd /=L 2me
! oy LN . o N
Fl(féw(a)) =5 ) zxciyp e e
p=0 1=l
or:

() = 2,008 ()

where the mx denotes the transform of x



Then the inverse transform of @xy gives the cross correlation function:

N-1 o 2nk]
A N
= ) & (k) e
A () = ) 8 (x)
k=0

Thus if the total computation time for the frequency domain method
using the Fast Fourier Transform algorithm is less than the time for
compulting the lagged product of the two sequences the method has value,
It is not cbvious that it will be faster.

Sone work has been done toward developing frequency domain processing
capability for two dimensional arrays, The major problem ah present is
to find a method of transforming large arrays using the fast Fourier
transform routine using the limited core space available at LARS. 'The
work of Cooley (Ref. L) and Cpperheim (Ref. 7) are major inputs to the
image processing work proposed,

Auother problem on which study is beginning is that of necasuring
the error in boundary detection algorithms., Since the processes are
intended to find field and road boundaries, the obvious way to test
nerformance is to compare estimated boundaries to true boundaries,

Thus a true border map tape is being formed by picking out borders

from scanner data pictorial printeouts and punching the coordinates of
line segment ends into cards., A program being written will read these
cards and write line segments denoting borders on tape along with
scanner data from one or more chanﬁels. Once one cor more true border
tapes are available, a numerical measure of border enhancement accuracy
can be obltained, Then some optimizing scheme can be employed which
will act to modify the algorithm such that the border enhancement error

is minimized.



Let B be the set of true borders in some area A and let FB be the
set of approximate borders defined by, for example, the step function
curve fit algorithm. Then the goal of the investigation is to find a

means of minimizing the error:

ZA = [B - FBJ over the area A.

The error measure is not defined by the above expressing, however.

Specifically let BV be the column position of the Jth vertical border
_ iJ i
point in the ith line. Let BH be the jth horimontal border point in
13
the ith line. The two dimensions are defined because the system approach

stated above is to correlate in two orthogonal dimensions and border

error will therefore be studied in these two dimensions. The border

approximation will be denoted as FB and FB . Then horizontal and
Hi' Vi’
vertical quantitative errors are J J defined as:
N
- -
€y = ) |By =Ty | wnere Jis the jbh border in line i
/, .. ..
] e _ i
=1 J

.

N is the number of border points in the line.

M
GV = Z,!BV.. -~ Fy | where EV. is the border error for the jth
I o4 M 1J J

colunn which is obtained by summing down the column from line 1= 1 to
line i = M.

Thess expressions give the border error in cojumns and lines over
and area A. The border approximation algovithms produce "spurious"
borders which do not mateh or are not close to a true border. For
these cases the linear error measure ssems inappropriate since there

may be no corresponding true point to move the spurious point toward,
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Thus approximate border points lying more than a given distance from a

true point will be flagged as a "bad border! and accounted for separately.

The optimization scheme must then eliminate all bad borders first then
minimize the linear error over the enbire area.

As part of the step function border algorithm study a comparison
will be made with the border approximation obtained by using the least
squares spline function technique. Tn this method a set of polynomial
functions are fitted to segments of the data. The segments are called
splines and the points at which adjacent segments meet are called knots.
The work of Rice and deBoor (Ref. 6) is being used as primary reference,
Their algorithm generates cubic splines with [ixed knots and has a
facility for seeking optimum knots. It will be used to approximate
borders over the same area as the overlay sysbem step function (o order)
algerithm to determine whether or not the least squares approximation
offers an improvement in border accuracy over an optimized LARS method,

Other aspects of scanner data improvement, such as yaw angle
correction, compensation for scanner look angle effect, data filtering,
data compression, and temporal. overlay, have been considered but no

work has been done on them,

Sumimary and Conclusions

This report describes a LARS system development effort to con-
struct a data handling system for automatically correlating and
combining scanner data from different apertures. In order to improve
the quality of image correlation an image enhancement process was
developed which amplifies borders, thereby giving the correlation

process improved points which i% can lock on, Data is combined using
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alignment points generated by the enhancement and correlation process,
Data from 7 runs was combined and the average overlay error was 2.5
resolution elements,

Ixperiments showed that first differencing of the scanner imagery
offered the most reliable medium accuracy method of enhancing borders
for cross correlation. Low pass filtering of the data did not signifi-
cantly lmprove the reliability or the accuracy of this method. A
step function curve fitting method for finding borders was experimented
with and promises high accuracy border detection if it can be made
stable, Pre~filtering of the imagery showed marked improvement in the
perfommance of the step function algorithm., Further work is recommended
on this scheue,

A complebe overlay program exists which can be used for operational
conbination of data or for further reseavch., TFlexibility has been
designed into the system so that the various methods of border enhance~
ment and correlation can be selected by the operator at run time., A
general purpose display program is included which can produce either

gray scale or thresholded printouts of imagery which has been processed

by the enhancement program. A document describing the system is planned.
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