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ABSTRACT

Landsat multispectral scanner data 1262-10290 acquired
on April 11, 1973, over the Distract of Diema in the economic
region of Kayes, in Mali was analyzed using LARSYS software
to evaluate the utility of satellite data for land . cover
~classification. The primary purpose was the training of the
author in pattern recognition techniques by use of a computer.

Thirteen different classes of land cover types were found
and grouped into four different categories. Comparison of the
final classification to available land cover maps or aerial
photographs was not possible therefore the classification
accuracy was not checked.

The data was not geometrically corrected. The geometric
correction, when applied, rotates the frame to the true north,
eliminates the distortion (skew) due to the earth's rotation
during data collection, rescales the data for line printer out-
put at scales of either 1:24,000 or 1:25,000 and eliminates
altitude and attitude variations.




INTRODUCTION

During the last decade, remarkable progress has been
made in remote sensing technology, especially in the development
of computer implemented pattern recognition techniques for
analysis of multispectral scanner data. It was the purpose
of this study to examine the applicability of pattern recogni-
tion in remote sensing technology to an area in Malli.

The Republic of Mali is an interminable plain traversed
by only a few mountain ranges, none over 1000 m high. The
country is completely landlocked between the Saharian desert
vastness of Algeria and Mauritania to the northeast and north-
west, the Sahelian savanna lands of Niger and Upper Volta to
the east and southeast , and the alluvial valley of the Senegal
river and the outskirts of Guincan-Tvorian forest in the west
and southwest.

Because of the severe conditions of drought in the Sahel,
the encroachment of the desert, and the precarious living
conditions of man, animals and plants, it is urgent that a sol-
ution be found for regional surveys and inventories to assist
in land management.

The planning for land use is necessary for the development
of the country for which agriculture and livestock occupy 90
percent of the population. Because of the demand for production
in this area, the conservation of the environment is necessary.
To meet this goal, there is a need for monitoring the land
cover condition in order to manage it properly and maintain
high productivity for crops, livestock and wildlife.

The prediction and estimation of agricultural production
and the range capacities of the country, the estimation of the
potential development of new agricultural programs to offset
the trend toward long term losses in range carrying capacities,
necessitate knowledge of the availability of natural vegetation,
the distribution of soil textures, and the relative moisture
available for plant growth. With respect to the size of the
country, the information available up to the present time, the
small number of technicians involved in the|process, the ground
observations required, cannot adequately provide the information
necessary to evaluate these elements. Regional surveys and in-
ventories using remote sensing techniques supplemented with
ground surveys need to be developed.

Landsat MSS provides information on the relative water
balance by vegetative density comparisons of several observations
over the same area. The synoptic view of Landsat improves the
knowledge of distribution of soils, movement of wind driven sands,
and the distribution and vigor of the existing natural vegetation
as related to precipitation, evaporation and transpiration.




LANDSAT

Landsat I was launched on July 23, 1972 and failed on
January 6, 1978. Since that date, Landsat II (January 22,
1975) and Landsat III (March 5, 1978) have been launched.

The satellite has a circular sun-synchronous, rear polar
orbit with a 9:30 A.M. crossing of the Equator on a descending
node. They circle the Earth every 103 minutes and view the
entire Earth in 18 days. A complete coverage of the Earth's
surface between 81 degrees north and 81 degrees south latitude
is obtained. The satellite makes 14 revolutions of the Earth
per day. The multispectral scanner (MSS) is a sensor system
that collects data of the Earth in various spectral bands from
an altitude of 920 Km.

The multispectral scanner (MSS) scans the Earth from west
to east in a 185.2 swath perpendicular to the satellite track.
Landsat I and II respond to the Farth reflected sunlight in
four spectral bands and Landsat III carries an additional band
for the thermal infrared radiation. The spectral bands are:

band 4 0.5-0.6 um (the green)

band 5 0.6-0.7 um (the red)

band 6 0.7-0.8 um (the reflective IR)

band 7 0.8-1.1 um (the 2nd reflective IR)
Landsat III-band 8 10.4-12.6 uym (the emissive IR)

Each multispectral scanner utilizes six detectors per 1 band
plus two for band 8. The instantaneous field of view (IFOV)
of each detector is 79 m square except that band 8 is 237 m
square.

In the image processing facility, data is transformed
into framed imagery with a 10 percent overlap between frames.
The "effective" IFOV is therefore 79 m by 56 m.

The ground resolution element of Landsat is approximately
less than half a hectare (79 x 56 m or 0.4424 ha). Any field
equal or larger than this resolution element is recorded by
Landsat (Fig. 2 & 3).

The electrical outputs of the sensors in Landsat are trans-
formed at ground stations into photographic images or are re-
corded on digital magnetic tapes for use with a computer.

The Laboratory for Applications of Remote Sensing has developed
a remote sensing analysis software system (LARSYS) which was
used in this research project.




ANALYSIS PROCEDURES

Examination of Data Quality

One of the first things to a remote sensing data analysis
is to examine the quality of the data to be analyzed, that is
to examine whether the data is good enough for the analysis.
The gray scale printouts or the video displays developed from
the computer tape are good tools for this step. Two main effects
degrade the quality of multispectral scanner data:

1. Geometric distortion. The geometric distortion is
also called skew. It arises on Landsat imagery due to the
rotation of the earth and its effect is that a rectangular image
on the ground appears as a non-rectangular parallelogram, the
top edge of the image being shifted with respect to the bottom
edge by about five percent of the height of the image.

2. Noise. The noise arises as the result of a noisy
detector, a noisy channel, a telemetry problem or a combination
of effects. The noise found on the data to be analyzed was a
minor one so the analysis was possible.

Pictorial Display of the Raw Data

The data in pictorial format is used for visual inspection
to analyze image quality, the distribution and amount of clouds,
to delineate areas of interest for detailed study and to choose
the training areas needed to train the classifier. The area
displayed was chosen because of the overlapping of this frame
and the scene number 8153310304501 obtained on January 7, 1974
and the scene number 8606909524500 obtained December 26, 1977.
These Landsat images were analyzed visually in an attempt to
classify land cover types and land forms.

The GDATA processor was used to display the data in gray
tone format. The GDATA displays the image in sixteen gray
tone levels for each channel used. For this analysis, channel
2 (band 5) and channel 4 (band 7) were used. The representa-
tion is matched in dots and the image is at a scale of 1:125,000
(Fig. 4).

The PICTUREPRINT function was used to display the image in
10 alphanumerique forms from the less reflective to the very
bright reflective features (Fig. 5).




Selection of Training Areas

Selectlng the candidate training area involved the identi-
fication in the available reference data of general areas that
contain relative uniform information classes for analysis of
the pattern by the computer.

Five unique training areas were chosen on the gray scale
printout. The areas were chosen in such a way that one con-
tained a maximum number of 10,000 pixels and every information
class was represented in at least one of the areas. This in-
creases the likelihood that training data will be representative
of all the variations in cover types in the scene being analyzed.

The IMAGEDISPLAY function was used to match in color com-
posity form the ground features. Channels 1 (band 4), 2 (band
5), and 4 (band 7) were used to produce thirteen different pic-
tures (Fig. 6).

Scale of Data in Digital Display System

The main display consists of a high resolution TV monitor.
The monitor is a 53 cm (21 inches) rectangular TV screen. The
viewing area of the screen is 30 x 40 cm (12 x 16 inches).
The TV dlsplays a 577 line by 768 column matrix, each element
of which is one of the sixteen possible gray levels. The
columns are called samples. Scale is equal to pixels/data point
(Fig. 7). Each pixel is enlarged four times on the TV screen.
The column width of any rectangular area chosen for analysis
should not exceed 9.9 cm to enlarge the image at 4/1 scale.
The number of lines does not determine the scale at which the
data is displayed.

HISTOGRAM CONCEPT

The standard gray level assignment consists of 16 equal
probability data ranges. The area from which the histograms
are to be calculated is chosen by the analyst. The histograms
are usually computed for every tenth data sample and line for
each channel. For a small area, such as less than 50,000
points, the histogram is computed for all data points.

The histogram is very useful when the data has few varia-
tions or a small range in spectral response. It assists in
evaluating -the loss of detail from a large area to a small seg-
ment. It helps to enhance the data. The histogram is, in fact,
a plot of a normal probability distribution of a set of data
(Fig. 8).




CLUSTER

Clustering is a computer-aided data analysis method which
determines the natural structure in a set of data. CLUSTER
is used for the unsupervised classification of reflective data.
This classification is a method in which the classes are deter-
mined on the basis of inherent properties within the data.
Opposed to the unsupervised method is the supervised method in
which the classes are determined from the known identification
of a representative sample of data.

CLUSTER uses information from more than one channel or
wavelength band to produce a single image. The algorithm is
based upon distance relationships between each point and the
centers of groups of points (clusters). It requires that the
user defines the number of clusters (or classes) that are to
be produced. For the present study, four channels and ten to
twelve cluster-classes were assigned to each of the five train-
areas, based upon the reflectance characteristics of soil,
water, and green vegetation. The classes were selected on the
basis of the variation seen on the color print enlargment of the
whole training area produced from the video presentation.

From the cluster output the calibrated means curves of the
different classes was derived for each channel (Fig. 9 to 13).
The calibration value used were 2.48 for band 1, 2.00 for
band 2, 1.76 for band 3 and 4.60 for band 4. These values are
the values of radiance emitted by the lamp inside the satellite
to calibrate the data. The curves help to identify the cover
types or classes (Fig. 14). Unfortunately, it was not the case
for this study region. No standard curve was found (Fig. 15).
April was one of the driest months in Mali and particularly in
the Sahel where the District of Diema is located, there was a
lack of living green vegetation and a lack of running water.
Also, the vegetation at this time of year is very sparse and
mostly composed of bushes.

STATISTICS

The next step after the CLUSTER analysis was the use of
CMERGES statistics funtion which calculates the statistics of
subsets of data from the multispectral image. The maximum
number of training classes allowed is sixty. From this function,
the coincident spectral plot for all channels was obtained using
the CMERGES function. Also, the bispectral plot was obtained
(Fig. 16 & 17). ‘




The coincident spectral plot shows for each channel a
data value for each class and training area. This output ob-
viously shows the similarity of the reflectance from each of
the training areas and for all four channels. The result was
that there was only one major cover type in the area to be
analyzed.

The bispectral plot was also an output on the analysis.
It confirms that there was only dormant vegetation (or bare
soil) as a major cover type in the area analyzed. The bispec-
tral plot was a scatter diagram of the spectral characteristics
of the cluster classes by plotting the average of the means
of the visible bands versus the average of the means of the in-
frared bands.

The mean, the standard deviation and the correlation matrix
for each class were printed.

Groups of clusters were selected so as to maximize sep-
arability from one class to another.

Fifty-six classes from five different training areas
were involved in the process.

After the first run, thirteen groups were chosen to do
the next iteration. The best separability is obtained after
a certain number of iterations and by altering statistics and
separability functions. The output of this iteration shows
eleven groups on the basis of minimum separability value of
1750. But for soil divergence, the value of 1500 can be used.
Therefore, the previous thirteen classes found were adopted
as the appropriate classes for this region of Mali.

SEPARABILITY

The separability function helps to select the set of
channels that will produce the most accurate classification.
It uses the statistics deck to calculate measurement of how
well the individual classes may be distinguished from one
another. The function uses the means and covariances matrices
for classes to calculate the divergence which is a measure of
distance between class densities of all class pairs for each
set of channels (Fig. 18).

All class pairs used have a default weight of 10.0. If
one does not want to use some data then assign them the weight
zero.,

The output of separability show the transformed divergence
ranking of channels by average with respect to the greatest
transformed divergence value. In other words, the best will
be the class pairs having the largest average transformed




divergence. The ranking is done with respect to the minimum
transformed divergence, depending on the choice of the analyst.
The transformed divergence is a measure of probability of suc-
cessfully distinguishing between pairs of classes. (Fig. 19)

The separability function used a maximum divergence value
of 30,000 and minimum of 0. For this study the minimum sep-
arability value of 1750 was requested using the separability
function. The class pairs having a transformed divergence value
less than 1750 were identified on the bispectral plot.

Minimum Distance Classification

The minimum distance classification is the next step
after the separability. The program is done using the CLASSIFY-
POINTS function. It assumes that each training class is char-
acterized by a multivariate Gaussian distribution, or equiv- '
alently, by class mean vector and covariance matrix. Thus,
the program uses the class mean and covariance matrices com-
puted by the statistics, and the data from each point to be
classified to calculate the probability that the point belongs
to each of the training classes. It then assigns the point to
the most probable class and writes the classification on an
output file for later use (Fig. 20).

The classification is done by a point by point basis.
The output is stored on tape.

PRINTRESULTS

This function reads the data stored on tape during the
CLASSIFYPOINTS process. The function allows the analyst to
have a flexible capability to display the results of classifi-
cations in the forms of maps or tabular output. The map out-
put is similar to the PICTUREPRINT output. The only difference
is that the PICTUREPRINT was implemented with default symbols
while during the PRINTRESULT process, specific symbols were
assigned to the final thirteen classes with respect to their
bispectral plot and their calibrated means curves.

This function computes, in addition to the standard de-
viation, the covariance and correlation matrices, the percentage
of each sample classified into the whole area and the total
number of samples.

The total area was computed using the total number of
samples as below:

79 X 56 X 361,201 = 159,795.32 ha, or approximately,

1,600 km2, in which 79m X 56m is the area of one sample
(or pixel) and 361,201 was the total number of samples.
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The function was iterated a few times to obtain a good
contrast in the map. In this case, some classes were grouped
into one symbol. For example, two or more different types of
soils were considered as a single class. This grouping of
classes was done three times to identify the wetlands, light-
soil and very dark soil, the farmland and the dormant vegetation.

GRESULTS

The GRESULTS has the same functions as the PRINTRESULTS
such as the GDATA has the same function as the PICTUREPRINT;
except that the GRESULTS is performed on a Varian printer-
plotter (Fig. 23).
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ANALYSIS OF RESULTS

Wetland

The wetlands were easy to classify because of their spectral
response (red on the color composite) and their location (along
river or stream beds). Only one class of wetland was identified.
(Fig. 21-a).

Farmland

The farmlands were easy to identify because of their very
light spectral response. Five different classes were identified
as farmland. Each of them was spectrally different some way.
April was a very dry month, no rainfall occured, so the farms
were bare (Fig. 21-b) and the reflectance contrasted with the
surrounding cover types.

Villages

The villages were relatively easy to classify because of
their location within the farmland. There was no special class
for villages because their spectral response was similar to
the surrounding area. The housing was made with mud and dry
grass so the spectral response of any village was a combination
of those of clay soil and dormant vegetation.

Soils

Four different types of soil area were identified, from
light to very dark soil. Three light soil classes were iden-
tified mostly in rivers and stream beds. 1In April, all streams
in the Diema District were relatively dry; therefore, the rivers
and streams show a dry clay soil. It was difficult to make an
assumption for the very dark soil (Fig. 21-a). A field
check is required.

Dormant Vegetation

Three different classes of dormant vegetation were iden-
tified. These classes were different combinations of soil,
sparse dry grass and sparse bushes (Fig. 21-c).

Burned Land

Some very broad dark areas that contrasted distinctly with
very dark soils were seen in the area analyzed. The analysis
of the imagery obtained in January 4, 1974 and December 26, 1977
over the same area show that the dark areas disappeared on these
scenes. Therefore these areas were assumed to be fire burned
(Fig. 22).
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CONCLUSION

There was a lack of reference information to check the
accuracy of the classification developed by the use of MSS
data storage and computer analysis; therefore, the general
classification must be checked in the field.

The study shows that for a dry land area, the analysis
was economical using the computer system as a large area of
about 160,000 ha was examined for about 2.5 cents per hectare,
once the formatted computer tape was available. The spectral
response of the land cover was matched pixel by pixel.

The area of a pixel was approximately one-half hectare.
The amount of information from the computer-aided analysis
was judged to be adequate for regional inventory and general
country. Besides this pixel by pixel information, Landsat
II and III would provide information about an area at 9-day
intervals throughout the year. An analysis of repetitive
imagery from one season to another within a year and from
one year to another would be of value in detecting the change
of the land cover condition and would provide information
necessary for the development planning.
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Figure 6.
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TABLE OF SCREEN SIZES

Image Maximum Number Maximum Number Maximum Total Area (in
Size* of Lines of Columns data points) Represented

1/5 2880 3840 11,059,200

1/4 2304 3072 7,077,888

1/3 1728 2304 3,981,312

1/2 1152 1536 1,769,472

1/1 576 768 442,368

4/1 288 384 110,592

16/1 144 192 27,648
*Pixels representing each data point/line and column interval.

Figure 7a

A Table of Screen Sizes
For Use With the Digital Display

at scale 1/5 at scale 1/4 .

To obtain a full frame display To obtain a full frame display
at: column width is: at: column width is:

SCALE .INCHES gg SCALE INCHES CM
1/4 12 1/2 32.0 1/3 11 7/8 30.4
1/3 9 5/8 24.5 1/2 7 3/4 19.9
1/2 6 3/8 16.1 1/1 37/8 10.0
1/1 31/8 8.1 4/1 17/8 4.8
4/1 11/2 4.0 16/1 7/8 2.4
16/1 3/4 2.1

at scale 1/35 at scale 1/2

SCALE INCHES gﬂ SCALE INCHES CM
1/2 10 1/2 26.8 1/1 7 7/8 20.0

/1 5 1/8 13.2) 4/1 37/8 9.9
4/1 2. 1/2 6.4 16/1 1 3/4 4.7
16/1 11/8 3.1

at scale 1/1 at scale 4/1

SCALE INCHES gﬂ SCALE INCHES CM
4/1 7 7/8 20.1 16/1 7 7/8 20.1
16/1 3 7/8 10.1

Figure 7b

The Display Enlargement Table
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CLUSTERING INTERVAL = ]

9941

NUMBER UF CLUSTCcRS = 12
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i
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Figure 9.
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Figure 10. Sample of cluster histogram.
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