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Foreword

This Proceedings is the result of the Second Annual State of Indiana
Geographic Information Systems Conference. The Conference was
held on November 15-16, 1990. No Proceedings were published
from the First GIS Conference.

The State GIS Conferences were the result of the joint efforts of the
University GIS Alliance. This unique group made up of
representatives from Ball State University at Muncie, Indiana State
University at Terre Haute, Indiana University at Bloomington,
I.LU.P.U.L. at Indianapolis and Purdue University at West Lafayette,
Indiana was organized in 1989.

The purposes of Alliance are to:

» Provide leadership in development of GIS technology and
promote its capabilities within the State of Indiana.

+ Establish a formal network of individuals and resources at
various Indiana universities who are involved in GIS
technologies.

e Provide the leading edge for GIS technology development.

+ Develop an environment for cooperative GIS research including
data and information sharing.

e Organize educational opportunities such as training, symposia,
conferences and workshops.

We appreciate the cooperation of the Alliance members in organizing
and conducting the Conference. Much effort went into this
conference, especially by students who often receive little
recognition. These proceedings are meant to provide further
educational value as a good library resource. The Alliance members
look forward to hearing from you and knowing how we might assist
in fulfilling our purposes.

Paul Mausel, Conference Chair Chris J. Johannsen, Co-Chair
Indiana State University Purdue University




TABLE OF CONTENTS

PLENARY SESSION
Mike Johnson - "Local, County, and State Applications
of GIS" (Abstract)

Samuel N. Goward - "Geographic Information Systems and
Remote Sensing: The Interface at Global Scales”

Nick Van Driel - "Sources of Data for Geographic
Information Systems"

Michael F. Goodchild - "Issues of Quality and Uncertainty"

SESSION 1B: GIS TOOLS FOR ENVIRONMENTAL
MANAGEMENT SESSION
Kevin P. Gallo, J.A. Andresen, and C.S.T. Daughtry - "Combining
Satellite, Meteorological, and Geographic Information for
Monitoring Crop and Climatic Conditions in the Midwest
United States”

Randy H. Gimblett - "Dynamic Spatial Models and Artificial
Worlds: A Perspective on Advances in GIS Modeling
into the 21st Century”

Richard Park, J. Lee, P.W. Mausel and R.C. Howe - "Predicting
Impacts of Sea Level Rise with a GIS-Based
Simulation Model"

Irvin A. Goldblatt - "The Indiana Department of Natural
Resources Geographic Information System (IDNRGIS):
Current Status and Future Applications”

SESSION 2A: INFRASTRUCTURE: PROBLEMS AND
GIS/AM/FM SOLUTIONS SESSION

Rex W. Cowden - "How A GIS Can Increase A Municipality's
Changes of Funding Infrastructure Management and
Maintenance Projects”

Patrick L. Stevens - "IMAGIS The Indianapolis Consortium
Adding Work Management To AM/FM"

Jeff Meyerrose - "Global Positioning Systems: Control Today"

Bill Holloway - "GIS And The Indiana Department Of
Transportation: Mapping the Road To A Better
Infrastructure Management Program"

17

PAGE

12
17

54

64

74

84

88

98
108

117




SESSION 2B: LAND INFORMATION SYSTEMS (LIS):
NATURE AND APPLICATIONS SESSION

Steven Ventura - "Land Records Modernization in Wisconsin:
Building On The Dane County Experience” (Abstract)

John A. Harrington, Jr. - "Rural Addressing and Geographic
Information Systems”

Nancy J. Obermeyer - "Sharing Geographic Information
Across Organizational Boundaries: An organizational-
managerial perspective”

POSTER SESSION
Paul N. Irwin - "Macros for Repetitive Mapmaking From
ARC/INFO Coverages" (Abstract)

Paul N. Irwin - "Digital Map Information About Coal Mines
At The Indiana Geological Survey” (Abstract)

R. Norberto Fernandez, C.J. Johannsen, F. Lozano-Garcia and
Jack Hart - "Applying Remote Sensing and GIS
Techniques In Solving Rural County Information Needs"

YO T PE ION

R. Jerome Anderson - "Negotiating The Maze: The Legal
Framework Behind A Public Access Policy”

Eric Madsen - "GIS Technology and Reapportionment”

Bernard A. Engel, R. Srinivasan, J.G. Arnold, C.C. Rewerts,
X. Zhuang and R. Muttiah - "Runoff, Erosion and
Chemical Movement Simulation Using GIS"

Jin-Yuan Wang - "Integration GIS and CAD For Transportation
Database Development”

Thomas S. Russell Jr.,, R.H. Eltzholtz, J. Squitier and

F.M. Hamerski - "A Description of LANDSIM and Its Uses"

Kurt A. Buehler - "B-infer: A Bayesian Reasoning Shell for
Spatial Decision Support”

125

126

132

142

142

143

151

154

162

170

180

189



LOCAL, COUNTY, AND STATE APPLICATIONS OF GIS

MIKE JOHNSON
Environmental System Research Institute (ESRI)
2900 Lone Oak Parkway, Suite 121,
St. Paul, Minnesota 55121

Government organizations are proceeding and planning to
implement GIS in rapidly growing numbers. As organizations
pursue their GIS objectives, the ways in which GIS is used
continue to expand. And while organizations become more
advanced in their application of GIS, the GIS industry also
grows to meet the challenges faced by those organizations.
This discussion will review traditional GIS applications in
municipal, county and state government, discuss newly
emerging application areas, and present technological
advancements which are occurring in the GIS industry to
address the requirements of these new uses in operational

environments.




Geographic Information Systems and Remote Sensing:
The Interface at Global Scales!.

Samuel N. Goward
Laboratory for Global Remote Sensing Studies
Department of Geography
University of Maryland
College Park, Maryland 20742

Abstract

Geographic Information systems and remote sensing seem an ideal match.
The former technology is directed toward the storage and analysis of
geographic data and the latter technology is designed to collected
geographic data. To date, the union of this technologies has been less
successful that anticipated. The factors which currently limit progress in
this union become particularly evident in efforts to compile global-scale
descriptions of the Earth, as is needed to carry out NASA Earth System
Science and IGBP Global Change global-scale studies . The difficulties
encountered originate less within the inherent capabilities of the
technologies than in the alternate conceptual models of geographic data that
have dominated the evolution in each field. In addition, the analytical
underpinnings of both data systems - cartographic representation of the
Earth's surface - has generally not received the attention needed to
effectively interface these disparate data models. The long-term success of
computer-based geographic research is highly dependent on resolution of
these current difficulties.

Introduction

Execution of global-scale studies, as envisaged in the National Aeronautic
and Space Administration's Earth Systems Science initiative and
International Geosphere-Biosphere Program "Global Change" activities, is
premised on the evolving technologies of information processing in
computer-based geographic information systems and information gathering
with satellite- and aircraft-based remote sensing systems (National Research
Council 1986; National Aeronautics and Space Administration 1988).
Recent successes in operating coarse resolution, general circulation models
of the Earth's climate on digital computers and the spectacular series of
Earth images reporting phenomena such as green leaf density, surface
temperature, cloud climatology and planetary ozone distribution, have
encouraged many researchers to believe that it is now time to re-address
the global dynamics of life processes and related systems on this planet
(Washington and Parkinson 1986; Rasool 1987).

1This narrative is abstracted from a broader discussion to be published shortly in J. R. Mather
and G. V. Sdasyuk (eds.) Global Change: Geographic Approaches, University of Arizona Press
and in Russian by Progress Publishers, Moscow.
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At first glance GIS and remote sensing appear to be an ideal solution to this
problem of improving knowledge of Earth processes and dynamics.
Geographic information systems are intended to automate storage and
processing of terrestrial data and remote sensing is directed toward
collection of geographic observations (Marble and Peuquet 1985; Mounsey
and Tomlinson 1988). The current reality is that these technologies are in
an early stage of development. Both geographic information systems and
remote sensing technologies will need to be advanced beyond their current
status if the goals of global-scale research are to be achieved. In particular,
discrepancies between the capacity of geographic information systems to
handle the information structure of remote sensed data and the capability of
remotely sensed data to provide information compatible with data gathered
by more traditional means requires considerable attention.

Problems.

The fundamental problems that are encountered in combining GIS and
remote sensing technologies occur at the interface between computer
science, cartography, remote sensing and geography. Questions concerning
data structures, integration, mapping, and integrated analysis must be
resolved before GIS and remote sensing may be considered compatible.
Efforts to "place blame" on either technologies or their practioners is an
exercise in futility. The "fault", if there is any, lies in tremendous impact
these technologies have had on technical methods and scientific
understanding employed in geographic analysis. The difficulties in
combining these technologies occur because our models of data and
information are being altered by the technologies. Understanding and
resolution of the current conflicts can only occur when an appreciation of
these changing perceptions is accomplished.

Contemporary Terrestrial Remote Sensing

Remote sensing has been in the midst of a revolution over the last twenty
five years. New sensors, satellite platforms and computer-based numerical
image analysis have caused fundamental changes in image-based
interpretation of the Earth. The complex of multispectral observations from
the solar reflective, terrestrial emissive as well as a variety of artificial (self-
generated) electromagnetic radiation sources (ignoring geomagnetic and
acoustical sources) have produced an analysis problem that is several orders
of magnitude more complex than interpretation of a simple panchromatic
aerial photograph. To overcome these difficulties, substantial emphasis has
been given to the development of computer-based image analysis systems.

Pattern Recognition and Land Cover Analysis

Considerable attention has been given to statistical pattern recognition, as a
means of extracting land cover classes from numerical image data.
{(Anderson et al. 1976; Swain and Davis 1978; Jensen 1986). This
"signature" model is still widely employed and provides a potentially
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powerful means to extract nominal information (land cover) from the data -
particularly if the spectral structure of radiant exitance from the landscape,
as a function of land cover, is known apriori. However, pattern recognition
has often met with limited success because, in individual images, many
differing land cover types, (e.g. forest and corn, soils and urban, water and
shadow) often produce the same spectral pattern (Todd et al. 1973;
Fitzpatrick-Lins 1978; Gaydos and Newland 1978; Jayroe 1978; Jensen
1981).

Accurate, reliable extraction of land cover information from numerical
remotely sensed data remains today as much an art as a science. Use of the
time domain, broadening the spectral coverage of observations and active
incorporation of ancillary information in the classification processes should
significantly improve the reliability of this type of information extraction
from remotely sensed data (Tucker et al. 1985; Hall and Badwar 1987; Crist
and Kauth 1986). If nominal land cover analysis is a primary objective for
remote sensing data analysis considerable further research will be needed to
establish consistent, reliable means to accomplish this task (Williams et al.
1984; Wharton 1987)

Biophysical Remote Sensing

Efforts to improve the reliability of land cover mapping through computer
processed remotely sensed data have revealed limited understanding of
geographic variability and temporal dynamics of radiatively active landscape
elements - the surface materials that reflect and emit radiation. A new focus
in terrestrial remote sensing research has been stimulated by this problem;
biophysical remote sensing (Malila and Wagner 1972; Goward and Oliver
1977; Jensen 1983; Justice et al. 1985; Brest and Goward 1987; Strahler et
al. 1986; Goward 1989). The primary distinguishing feature of this
approach to remotely sensed data analysis is that land cover attributes such
as albedo, percentage green foliage and soil moisture, are extracted directly
from the measurements without intervening land cover classification. The
advent of computer processing and advanced sensor systems has
significantly advanced this aspect of terrestrial remote sensing.

An apparent limitation of remote sensing, at least within land cover analysis,
has been converted to a major strength in biophysical remote sensing. The
difficulties encountered in interpreting land cover from visible and near
infrared observations (e.g. Landsat MSS and AVHRR observations) occurs
because only green foliage, water and other (e.g. soil, concrete asphalt, etc.)
may be spectrally distinguished in these data. However this limited
generality in landscape spectral diversity produces a general measure of
landscape "greenness" which is a vitally important environmental indicator
(e.g., photosynthetic capacity of the landscape) (Justice et al. 1985; Goward
et al. 1985; Tucker and Sellers 1986; Fung et al. 1987; Johnson et al. 1987;
Goward and Hope 1989)

This shift toward biophysical remote sensing has produced a new class of
geographic data which consists of contiguous but discrete measurements -
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often referred to as "raster” data structure in GIS terminology. These
measurements can neither be contoured (isoline) nor classified (choropleth)
without a loss of information and precision. This is because discrete land
cover conditions can and do exist in close proximity over long periods of
time. Preservation of the radiometric and spatial integrity of the original
measurements, as well as derived parameters, is critically important to
evaluating landscape state and dynamics using biophysical remote sensing.
The basic data system requirements for combining biophysical remote
sensing data sets with ancillary (e.g., GIS map-type) infornation has not, as
of yet, been given much attention outside the remote sensing community.

Computer-Based Geographic Information Systems

The concept of a geographic information system, at its simplest, is as a
means store and easily retrieve geographic data. A well organized map
cabinet is a good example of a simple GIS and some of the early work in
automated cartography and computer-based GIS were not far removed from
the concept of an electronic map case (Tomlinson 1972). A more
sophisticated GIS allows cross-referencing between maps, compilation of
new maps from composite information and comparison with non-map (e.g.
remotely sensed) data (Bryant and Zobrist 1976). The most sophisticated
GIS operations currently being considered would have the capacity to
integrate the available information conduct deductive logic and make
predictions based on data structure and and theory (Smith et al. 1987).

The Vector-Raster "Problem"

Much of research, to date, on geographic information systems has focussed
on local to regional scales and concentrated on vector data structures
(Marble and Peuquet 1985; Merchant and Ripple 1987; Merchant 1988).
This concentration represents the realities of the market place and
capabilities of previous computer generations (Smith et al. 1987; Goodchild
1987). Because of conflicts in data storage structure (image rasters versus
map vectors) there are only limited examples of geographic information
systems that can fully interact with remotely sensed observations (e.g., the
Image Based Information System (IBIS) at Jet Propulsion Laboratory) (Bryant
and Zobrist 1976; Simonett 1988). In general, either the remotely sensed
data have to be classified into nominal categories before entry into the GIS
(so it can be "vectorized") or the vector geographic information must be
"rasterized" before it is overlain, as another "image", in the image processing
system. In either direction there is a loss of information (either precision of
measurement or precision of location) (Tobler 1988). Such an approach is
not able to accommodate biophysical interpretations of remotely sensed
data.

Geographic Data and Cartography

The realization of global, integrative studies of the Earth's environment
assumes that all the disjunctive data sources can be brought to some
common framework which will permit interactive analysis. A computer-
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based geographic information system is, at its simplest, a computer data
base management system that uses latitude and longitude, or a related
spherical referencing scheme as its reference frame. Unfortunately no
current GIS system uses this or a related reference frame. Most computer
GIS systems today either implicitly assume a given map projection (e.g. State
Plane Coordinates, Universal Transverse Mercator, etc.) or simple assume
that the earth may be represented by a set of rectangular grids (the so-called
Plate Carre representation).

GIS and Map Projections

Map projections provide a range of partial solutions to a basically unsolvable
problem; the conversion of information located on a three dimensional
sphere (the Earth) to a two-dimensional surface (maps). Each projection
introduces certain distortions in either relative areal extent or direction
which bias the relative significance of phenomena across the Earth. This
conversion introduces problems in analytical geometry which, if not
properly understood and handled, can create serious errors in
interpretation (Tobler 1988; Willmont et al. 1985; Legates and J. 1986;
Peuquet 1988).

GIS should have the capacity to ingest data from a range of map sources and
place the observations in a common reference frame. This implies that the
GIS should be capable of explicitly resolving the map projection of the
source data and "inverse" map the observations; that is, recover of precise
geographic location from projection information. This is apparently not in
all cases yet possible mathematically (Marble and Peuquet 1985) and is
rarely an element in existing GIS software.

Quality of the Input Data
Location

Before any serious efforts are undertaken to ingest a wide range of global
geographical information into a common computer data base the question of
true commonality must be resolved. Geographic referencing seems like a
simple enough task. Location of observations on the earth's surface should
be a fundamental requirement in measurement technologies However,
precisely locating observations on the Earth is a difficult task. Large
expenditures on satellite geopositioning systems clearly indicates the
difficulties encountered in determining location. This suggests that perhaps
the geographic integrity of terrestrial information is less precise than
desirable.

Scale
For the types of point observations typically acquired by ground observers,
problems occur when map production is faced. Interpolation and/or
extrapolation between locations implies that the manner in which the
particular observed phenomena changes in space (and time) between the
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observation points is understood. Any effort to map point information
without this knowledge introduces unknown errors which may increase
rapidly away from the point of observation. Efforts to employ these
observations at finer scales than the original measurements introduce
serious estimation errors.

Point versus Area Measurements

Remotely sensed observations have introduced a new set of location/scale
problems because the sensors instantaneously and integratively observe large
surface areas (Woodcock and Strahler 1987). How these remotely sensed
area observations relate to the traditional point observations of the field
scientist is uncertain for the same reasons that it is difficult to extrapolate
and interpolate point measurements. Integration of the area measurements
with typical ground point measurements is a fundamental problem in
contemporary remote sensing and GIS research.

Toward Solutions

The current generation of mainframe supercomputers, minicomputers,
workstations and potentially even microcomputers, now have such a large
capacity to store and handle data This capacity should permit resolution of
many of the current limitations. There is much evidence that suggests that
there are real analytical advantages to hybrid GIS in which a range of data
structures, including vector and raster, are permitted and encouraged
(Smith et al. 1987; Peuquet 1983). Once such systems are widely available
the current distinctions between numerical image processing and GIS are
likely to disappear. The union of automated cartography within GIS and
image analysis systems has not yet occurred, at least outside specialized
research laboratories. However the heavy demands of cartographic
mathematics appear to be particularly well addressed RISC integrated chips.
As more computers incorporate this technology, the capacity to execute
cartographic procedures in GIS operations is likely to become more
common place. The innovation of satellite geopositioning systems will
significantly improve the locational precision of future geographic data
collections. The great remain problems are; 1) how to incorporate the
relatively less precise historical observations currently available and 2) how
to bridge between the typical point measurements of field researchers and
the area measurements from remote sensing. These issues call upon the
intellectual talents of earth scientists and others to resolve.

Conclusions

The current capacity of computer geographic information systems to
address the complexities of divergent data sets from remote sensing
systems and other sources is not sufficient to meet the substantial demands
of global-scale environmental research. The impending expectations of the
of the NASA Earth Observing System and the International Council of
Scientific Unions Global Change program will quickly encounter these
limitations. However, practitioners at more local scales (such as state and




local planners and resource managers) are also constrained by these short
comings. The precision and accuracy with which GIS and remote sensing
can serve the purpose of provide adequate local and regional information is
no less hindered by the limitations that the research scientist exploring the
workings of the entire planet.

Major progress in the development of systems that can handle hybrid data
formats, explicit cartography and data sets of varying quality and precision is
sorely needed. Technological advances in computers appears to provide the
capacity to handle these problems. However, the intellectual talents of
scientists and engineers involved in these activities will be seriously
challenged by these issues. The solutions to these problems, however, will
not emanate strictly from isolated laboratory and research university. The
day-to-day experiences of the local planner and manager in their attempts to
employ this technology are likely to reveal current limitations and possible
solutions not found in the abstract considerations of more theoretical
environments. Every user of GIS and remote sensing technology should
seriously consider themselves as participants in the development of this
21st century planetary perspective.
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SOURCES OF DATA FOR GEOGRAPHIC INFORMATION SYSTEMS

Nick Van Driel
U.S. Geological Survey
586 National Center
Reston, Virginia 22092

INTRODUCTION

The three primary sources of data available to most geographic information system (GIS)
users are government agencies, the private sector, and the users themselves. Government
agencies offer a variety of digital and nondigital sources of data and information that can be
useful to GIS operators. These products cover a broad spectrum of formats and information
content, ranging from detailed thematic maps in graphic form to Compact Disc Read Only
Memory with both data and display software. Each agency has a specific mission and man-
date, and they produce maps and information to fulfill their goals. The data and information
products may or may not suit the needs of a particular GIS. Private sector companies fill
several roles in providing data for GIS including custom digitizing and selling repackaged and
value-added data. Most GIS applications make use of data from both of these sources, but
the best sources of current, relevant, large-scale data for a particular application may be the
users themselves.

GIS AND DATA

The five components of a GIS are the data, hardware, software, people, and procedures that
are used to collect, store, edit, analyze, manipulate, and output spatially distributed infor-
mation. Of these five components, data represent the largest cost for a GIS, typically ranging
from 50 to 80 percent of the life cycle expenditure. Because of this high cost, the questions
of where to get data, how to use different formats, and how to store and manage data are
extremely important to successful implementation of a GIS. Acquisition time for data adds
significantly to the cost. Experienced GIS users know that the data acquisition and con-
version portion of a 1-year GIS project is usually 11 months. All of the analysis is performed
in the last month before the deadline. Data preparation includes a series of tasks ranging
from drafting maps and digitizing to reformatting and quality checking digital sources, and
most of these operations are labor intensive and time consuming.

GROWTH OF DATA REQUIREMENTS

GIS projects often grow beyond their original design as the manager and users discover the
power of the GIS. This growth in requirements can lead to additional data acquisition prob-
lems, as illustrated by the following hypothetical example.

A park manager who has seen a GIS demonstration decides to get a system to do two things:
update his park map and manage a new firewood cutting program. After acquiring and in-
stalling the hardware and software, the manager decides that five categories of information
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will satisfy the requirements of the two operations: roads, streams, park boundary, park
facilities, and wood cutting areas.

The first two categories are available from the U.S. Geological Survey (USGS), and the park
manager is able to digitize the remaining three. Everything works well, and he produces a
new park map and manages the firewood cutting operation. His implementation is a complete
success. The visitors enjoy the new map, and his boss gives him a promotion based on his
initiative and ability to apply this powerful new computer tool. Everyone is so impressed, in
fact, that additional tasks are proposed for the system. The new tasks are: (1) analyze sur-
rounding land use, (2) identify habitat diversity, (3) analyze traffic flow, and (4) manage
campsite reservations.

These requirements demand a much larger data base than the original system. The software
will handle the analysis functions, and the only hardware change is a larger disk. Most of the
work involved in handling the new requirements is focused on the data that must be collected.
The expanded data categories of information include land use, land ownership, vegetation
type, traffic data, and campsite characteristics.

All of these categories are very detailed and require information that is hard to obtain and
needs frequent updating. When the users realize the capabilities of a GIS, they want to do
more specific, sophisticated analyses, and usually only more extensive data collection will
satisfy these requirements.

In summary, a GIS data base has the following characteristics:

. it is the most costly element,
. the data base always takes longer to build than planned, and
. users always want additional data.

GETTING DATA FROM GOVERNMENT AGENCIES DOESN’T ALWAYS WORK

Most GIS applications are sufficiently unique in information requirements or geographic area
that government data sources are inadequate. USGS digital data illustrate several problems
users encounter with government sources. (1) The original agency requirements may be
different from another user’s requirements. The USGS National Digital Cartographic Data
Base (NDCDB) contains the digital versions of selected 1:24,000-scale primary map coverage
for the United States. The digital data layers were designed to produce graphic products, and
although they are topologically structured, this structure is not intended for use in a GIS.

(2) The data format may not be appropriate to the user’s needs. Digital data in the NDCDB
are prepared, stored, and distributed in quadrangle format, yet most users need data coverages
in other geographic boundaries, such as drainage basins or political subdivisions. (3) The
resolution of the data may not match the user’s GIS needs. The largest scale of USGS digital
data is 1:24,000, which works well for some applications, but many users want digital data
from larger scale maps. (4) Finally, the data may not be available. The NDCDB will not be
completed until the year 2000, so certain areas have only partial coverage or none at all.
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A major USGS GIS cooperative project illustrates the importance of the user’s data in
building a GIS. The USGS participated in a long term cooperative project with the
Connecticut Natural Resources Center to assemble all available data for two 7.5-minute
quadrangles and to demonstrate the capabilities of a GIS. The project team collected or
digitized a total of 28 different categories of information. More than half of the data sets or
maps were provided by the Natural Resources Center. The remainder, less than half, con-
sisted of USGS or other government graphic or digital data.

In summary, digital categories of information from government agencies are useful in
building a GIS, but their use may be limited because of their information content, format,
scale, or areal coverage.

TYPES OF DATA

There are many types of data available for use in a GIS. The following descriptions highlight
the characteristics of several of the most often used sources. Many government agencies
produce both graphic and digital geographic information products. Each agency has its own
methods for advertising and distributing these products, and for the present, the GIS user must
find and contact each agency to get detailed information on coverage and content.

USGS GeoData

The mission of the USGS is to provide topographic, geologic, and hydrologic information that
contributes to the wise management of our nation’s natural resources. To fulfill this mission,
the USGS produces map information in both graphic and digital form. In 1990, the USGS
completed graphic coverage of the entire United States with primary quadrangle maps at
1:24,000 scale (1:63,360 in Alaska). Since 1980, the USGS has been building a digital map
production capability and a digital data base. By the year 2000, the NDCDB should contain
the data representing the primary map series as well as smaller scale maps. The elements of
the NDCDB include Digital Line Graphs (DLG), Digital Elevation Models (DEM), the
Geographic Names Information System (GNIS), and Land Use/Land Cover maps. The GNIS
is a computer file with more than 2 million U.S. place names with latitude and longitude
locations. Named features include towns, schools, and waterbodies, and a separate file
contains all the topographic map names.

TIGER Data

Building on the cartographic base data prepared by the USGS, the Bureau of the Census, as
part of the 1990 Census, produced the Topologically Integrated Geographic Encoding and
Referencing (TIGER) System. TIGER, used to create the official 1990 Census map, is a
computer data base with street maps; census map features including roads, railroads, and
rivers; feature names and classification codes; and, within metropolitan areas, address ranges
and ZIP Codes for streets. The TIGER data are available on magnetic tape and Compact
Disc Read Only Memory, and the size of the entire U.S. file is 19,700 megabytes. This data
set has great potential for GIS use, in spite of the following drawbacks: the TIGER file is
not complete, many locations lack the precision required for large-scale GIS applications, and
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the currency of the data is not being maintained. Even with these flaws, the TIGER files
represent a rich source of information that should be a part of the coverages in any GIS that
requires transportation information, political boundaries, or address information.

Remote Sensing Data

A variety of remote sensing sources can be used in a GIS either in digital form or by digi-
tizing from hard copy images. Scanned data from satellites are in row and column picture
element (pixel) format, but usually require preprocessing for use in a GIS. The resolution, or
area covered by a single pixel, depends on the altitude of the sensor and the characteristics of
the sensing system. Pixel sizes for government and commercial satellites range from more
than 1 km to 10 m. The four most common sources of remotely sensed data used in a GIS
come from National Oceanic and Atmospheric Administration’s (NOAA) Advanced Very
High Resolution Radiometer (AVHRR), Earth Orbiting Satellite, Systemé Pour 1’Observation
de la Terre (SPOT), and from aerial photographs.

The NOAA operates a meteorological satellite that makes approximately 14 orbits per day.
One of the sensors, the AVHRR with a 1.1-km pixel size at nadir collects data in five bands
of the electromagnetic spectrum, two of which can be used in land resource investigations.
An example of a derivative product from the AVHRR data is NOAA'’s global vegetation
index data set, which is produced every week. This 20-megabyte data set consists of a 20-km
resampled pixel size with a county boundary overlay. This data set is used by global change
researchers to detect changes in regional vegetation patterns and as input to process models.
Although the large pixel size limits the use of AVHRR data, the repetitive temporal coverage
can be valuable in monitoring regional vegetation conditions and crop development.

The LANDSAT Thematic Mapper (TM) system produces images for seven bands of the
electromagnetic spectrum. Six of these bands, covering the visible, near, and middle infrared
portions of the spectrum, have a nominal pixel size of 30 m. LANDSAT TM images are
used as background for the display of other map coverages, for classification of land cover,
and in terrain rendering to show surface features in a perspective view.

One sensor onboard the SPOT satellite has a pixel resolution of 10 m. SPOT data have been
used for natural resources management, land use classification, and map revision. In a num-
ber of applications, SPOT’s resolution has been sufficient to replace more expensive aerial
photography. In addition, the sensor can be aimed off nadir for stereo coverage that can be
used to produce DEM’s.

Experimental digital orthophotoquads have been produced by scanning 1:40,000-scale aerial
photographs at a 52-micron resolution that yields an equivalent 2-m ground resolution. These
orthophotoquads are valuable because of their high resolution and high degree of metric
accuracy.
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DATA SOURCES AND THE GIS USER

The specific mandates of Federal agencies may limit the wide application of the information
they produce. Each information source has its strengths and weaknesses.

Overlaying USGS DLG Data and TIGER data on a SPOT image illustrates the choices that
typically face a user. All three sources have transportation information in different forms
and with different characteristics. The SPOT image has the most recent information, but it is
not structured for use in a GIS and must be digitized. The DLG data are structured for GIS
use and register well on the SPOT image, but because of the length of the revision cycle,
have not kept pace with the area’s rapid growth. The TIGER files are topologically struc-
tured and are more current than the DLG data because they are based on additional infor-
mation sources, but have less precision and may not match the actual ground locations.

SHARING DATA IS THE ANSWER

Data management is the most significant GIS challenge of the nineties. The use of GIS’s is
increasing, but data collection is expensive and digital data sets are difficult to find. Also
there is considerable duplication of effort in data collection. Improvement is needed in many
areas.

The USGS vision for the future is a national spatial data infrastructure that includes a national
GeoData system, enhanced data sharing, and a network of Federal, State, and commercial
dealers who will offer standard services in state-of-the-art information products. With such
an infrastructure in place, a GIS manager could query a single online computer index, review
data sets that are available, and order the data needed.

The Federal Geographic Data Committee (FGDC), composed of Federal agencies involved in
digital mapping activities, has been given responsibility for coordinating Federal Government
mapping activities by the Office of Management and Budget. Under the guidance and spon-
sorship of the FGDC, a national data infrastructure can be built with participation and repre-
sentation at all levels of government, as well as interaction with the private sector and
universities. Only through this wide-ranging cooperative approach will data suppliers and
GIS users be able to address the difficult data management challenges of the next decade.
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CHAPTER FIVE'

ISSUES OF QUALITY AND UNCERTAINTY

Michael F. Goodchild
National Center for Geographic Information and Analysis
University of California

Santa Barbara, CA 93106, USA

INTRODUCTION

Digital processing of cartographic data brings immense benefits in the form of rapid, precise and
sophisticated analysis, but at the same time it reveals weaknesses which may not otherwise be apparent.
Computers are very precise machines, and errors and uncertainties in data can lead to serious problems, not
only in the form of inaccurate results but in the consequences of decisions made on the basis of poor data,
and increasingly in legal actions brought by affected parties.

In this c'hapter we first review the dimensions of the accuracy problem, and discuss the premises and
assumptions on which the remainder of the chapter is based. The second section reviews the models which
are available for analyzing and understanding errors in spatial data. The chapter concludes with a summary
of the current state of the art and an agenda for future research and development.

The terms accuracy, precision, resolution and scale are used almost interchangeably in reference to spatial
data, but we will need to establish more exact definitions for the purposes of this discussion. Accuracy refers
to the relationship between a measurement and the reality which it purports to represent. Precision refers
to the degree of detail in the reporting of a measurement or in the manipulation of a measurement in
arithmetic calculations. Finally, the resolution of a data set defines the smallest object or feature which is
included or discernable in the data. Scale and resolution are intimately related because there is a lower limit
to the size of an object which can be usefully shown on a paper map. This limit is often assumed to be

0.5mm as a rule of thumb, so the effective resolution of a 1:1,000 map is about 1,000 times 0.5mm, or 50cm,

Draft of a chapter to appear in Cartographic Research Agenda in the 1990s, edited by J.-C.
Muller, to be published by Elsevier in 1991
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0.5mm as a rule of thumb, so the effective resolution of a 1:1,000 map is about 1,000 times 0.5mm, or 50cm,
although the standards of most mapping agencies are substantially better. The effective resolutions of some

common map scales, assuming 0.5mm resolution, are shown in Table 5.1.

Table 5.1 about here

cnasrrecancncans e

Because digital spatial data sets are not maps, and have no similar physical existence, they do not have
an obvious seale, and it is common to think of such data as essentially scale-free. But this is to oversimplify.
If the data were obtained by digitizing, their resolution is that of the digitized map. If they were obtained
from imagery, their resolution is that of the pixel size of the imagery. In spite of appearances to the contrary,
then, no spatial data is ever resolution free. The term ‘scale’ is often used loosely as a surrogate for database

resolution.

DIMENSIONS OF THE PROBLEM
Precision

One of the widely accepted design principles of spatial data handling systems is that they should be able
to process data without significant distortion. It is important when calculations are carried out on coordinates,
for example, that the results should not be affected by lack of precision in the machine. We have seen that
a figure of 0.5mm can be assumed to be typical for the resolution of an input map document. 0.5mm is also
roughly the accuracy with which an average digitizer operator can position the crosshairs of a cursor over a
point or line feature. Most digitizing tables have a precision of 0.25mm or better, thus ensuring that the table
itself does not introduce additional distortion as points are captured.

If we take the size of the source map sheet on the digitizing table to be 100cm by 100cm, then a precision
of 0.5mm represents an uncertainty of 0.05% relative to the size of the sheet, or an uncertainty in the fourth
significant digit. So in order not to introduce distortion, internal storage and processing of coordinates must
be correct to at least four digits. However seven or eight decimal digits are commonplace in arithmetic
calculations in spatial data handling systems, and many GISs operate at much higher precision, in effect
allowing GIS users to ignore the possibility of arithmetic distortion and to assume that internal processing is

carried out with infinitely high precision.
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Despite this, arithmetic precision, or lack of it, is sometimes a problem in spatial data processing. One
common situation occurs when point locations are specified in a global coordinate system. For example, the
UTM system assigns coordinates with respect to an origin on the equator, so locations in the mid-Northern
latitudes will have one of their coordinates in the millions of metres. Processing of data taken from large
scale maps, perhaps 1:1,000, will therefore require precision in the sixth or seventh significant digit. This can
be particularly problematic in performing operations such as calculation of the intersection point of two lines,
or the centroid of a parcel of land, where differences in the products of six or seven digit numbers become
important.

Another artifact of high precision is well known in connection with polygon overlay operations. It is
common to find that two coverages of different themes for the same area share certain lines. For example
the shoreline' of a lake will appear both on a map of soils and a map of vegetation cover. When soils and
vegetation cover are overlaid the two versions of the shoreline should match perfectly. In practice this is never
the case. Even if the two lines matched perfectly on the input documents, errors in registration and
differences in the ways in which the digitizer operators captured the lines will ensure different digital
representations in the database. Moreover since the overlay operation is carried out to high precision, the
differences are treated as real and become small sliver polygons. Table 5.2, from Goodchild (1979), shows
the results of overlaying five layers from the Canada Geographic Information System, and the enormous

numbers of very small polygons produced.

Table 5.2 about here

Several approaches have been taken to deal with the spurious polygon problem in polygon overlay, which
has the annoying property that greater accuracy in digitizing merely leads to greater numbers of slivers. Some
systems attempt to distinguish between spurious and real polygons after overlay, using simple rules, and to
delete those which are determined to be spurious (see Figure 5.1). A suitable set of rules to define spurious
polygons might be:

° small in area;
e  long and thin in shape (high ratio of perimeter to square root of area);

. composed of two arcs only;
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) both nodes have exactly four incident arcs.

In addition, the attributes of spurious polygons are characteristic. Suppose our soil map line marks the
boundary be'tween soils A and B, and our vegetation map shows the boundary between classes 1 and 2.
Ideally, when overlaid the result should be a line with soil A and vegetation 1 on one side, and soil B and
vegetation 2 on the other. Sliver polygons will be either soil B and vegetation 1, or soil A and vegetation 2.
Moreover the attributes will alternate from one sliver to the next, as the soil and vegetation boundaries cross
and recross (see Figure 5.1). So the detection of one spurious polygon provides additional evidence that

nearby polygons are also spurious.

Figure 5.1 about here

Another approach to dealing with the sliver problem is in effect to reduce the precision of the overlay
operation, by requiring the user to establish a tolerance distance. Any lines lying within the tolerance distance
of eachother are assumed to be the same. A similar approach is often taken in digitizing, where two lines
are assumed to join or ’snap’ if the distance between them is less than some user-established tolerance

distance (see' Figure 5.2a).

Figure 5.2 about here

Because a tolerance distance is in effect a reduced level of spatial resolution, all objects or features
smaller than the tolerance become ambiguous or indistinguishable. Figure 5.2c shows an example of a
complex polygon with a narrow strait or isthmus. If the width of the strait is less than the tolerance distance,
it is impossible to determine from the geometry of the feature alone whether it is indeed a single polygon with
a narrow strait, or two polygons. In some cases it may be possible to resolve the ambiguity if the user has
already identified labels or attributes for the polygon(s); if two labels have been input, it should be clear that
the feature consists of two polygons. In such instances the topology (the existence of two polygons) is allowed
to resolve ambiguity in the geometry.

The potential conflict between topology and geometry is a consistent theme in spatial data handling.
Franklin (1984; Franklin and Wu 1987) has written about specific instances of conflict, and about ways of

resolving them. For example, a point may be given an attribute indicating that it lies inside a given polygon,

20



which might be a county, but geometrically, because of digitizing error or other problems, the point may lie
outside the polygon (Blakemore 1984). The conflict may be resolved by moving the point inside the polygon,
or by moving the polygon boundary to include the point, or by changing the point’s attributes. The first two
are examples of allowing topology to correct geometry, and the third of allowing geometry to correct topology.
In all cases, and particularly in the second, the implications of a change on other objects and relationships
must be cox}sidered; if the polygon’s boundary is moved, do any other points now change properties?
Unfortunately the propagation of changes of this type can have serious effects on the overall integrity of the
database.

In summary, the average user will approach a GIS or spatial data handling system with the assumption
that all internal operations are carried out with infinite precision. High precision leads to unwanted artifacts
in the form of spurious polygons. Moreover in reducing effective precision in such operations as digitizing
and polygon closure it is common for unwanted effects to arise in the form of conflicts between the topological
and geometrical properties of spatial data. The ways in which system designers choose to resolve these
conflicts are important to the effective and data-sensitive application of GIS technology.

Accuracy

Thus far we have used examples of the distortions and errors introduced into spatial data by digitizing
and processing. However if we are to take a comprehensive view of spatial data accuracy it is important to
remember that accuracy is defined by the relationship between the measurement and the reality which it
purports to ;'eprescnt. In most cases reality is not the source document but the ground truth which the
source document models. The map or image is itself a distorted and abstracted view of the real world,
interposed as a source document between the real world and the digital database.

We will use two terms to distinguish between errors in the source document and in the digitizing and
processing steps. Source errors are those which exist in the source document, and define its accuracy with
respect to ground truth. Processing errors are those introduced between the source document and the GIS
product, by digitizing and processing. We will find that in general processing errors are relatively easier to
measure, and smaller than source errors.

All spatial data without exception are of limited accuracy, and yet it is uncommon to find statements of

data quality attached to such data, whether in the form of source maps, images or digital databases. The
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accuracy of much locational or attribute data is limited by problems of measurement, as for example in the
determination of latitude and longitude, or elevation above mean sea level. In other cases accuracy is limited
by problems of definition, as when a soil type is defined using terms such as ‘generally’, ‘mostly’, ‘typically’
and thus lacks precise, objective criteria. Locations defined by positions on map projections are limited by
the accuracy of the datum, and may change if the datum itself is chapged.

More suptle inaccuracies result from the way in which a source document models or abstracts reality.

For example an extended object such as a city may be shown at some scales as a point, or a census reporting
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the source document and in the database by a simple line or sharp discontinuity. The attributes assigned to
a polygon may not in fact apply homogeneously to all parts of the polygon, but may be more valid in the
middle and less valid toward the edges (Mark and Csillag 1989). All of these errors result from representing
spatial variation using objects; the objects are either of the wrong type for accurate representation, in the case
of the city represented by a point, or used to model what is in fact continuous variation. Models such as
these allow complex spatial variation to be expressed in the form of a comparatively small number of simple
objects, but at a corresponding cost in loss of accuracy. Unfortunately the process of modeling has usually
occurred in the definition of the source document, long before digitizing or processing in a GIS, and rarely
is any useful information on levels of accuracy available.
Separability

Most digital spatial data models distinguish clearly between locational and attribute information. From
an accuracy perspective, errors in location and attributes are often determined by quite different processes,
and in these cases we term the two types of error separable. For example, a reporting zone such as a census
tract may be formed from segments which follow street center lines, rivers, railroads and political boundaries.
The processes leading to error in the digitizing of a river-based boundary are quite different to those typical
of street center lines. Errors in imagery are similarly separable, attribute errors being determined by problems
of spectral response and classification, while locational errors are determined by problems of instrument
registration. The same is true to a lesser extent for topographic data, since errors in determining elevation
at a point are probably only weakly dependent on errors in locating the point horizontally.

22




However in maps of vegetation cover, soils or geology, where polygon objects are commonly used to
model continuous variation, the two types of error are not separable, as object boundaries are derived from
the same inf;)rmation as the attributes they separate (Goodchild 1989). The transition zone between types
A and B may be much less well defined than the transition between types A and C. The process by which
such maps are created gives useful clues to the likely forms of error which they contain. A forest cover map,
for example, will be derived from a combination of aerial imagery and ground truth. Polygons are first
outlined on the imagery at obvious discontinuities. Ground surveys are then conducted to determine the
attributes of each zone or polygon. The process may be iterative, in the sense that the ground survey may
lead to relocation of the interpreted boundaries, or the merger or splitting of polygons. Figure 5.3 summarizes

these processes of source error generation, and the subsequent steps which lead to processing errors.

Figure 5.3 about here

The forest example illustrates the relationship between different error processes particularly well. In
forest management the homogeneous zones identified in the mapping process are termed stands, and become
the basic un’it of management. If a stand is cut and reseeded or allowed to regenmerate, the processes
determining its attributes may be no longer related to the processes determining its boundaries, and thus
attribute and locational errors will become separable. Similarly, even in the initial map obtained from imagery
and ground survey there will be boundary segments which follow roads, rivers or shorelines and again are
subject to error processes which are independent of those affecting attributes.

The ideal

The arguments in the preceding sections lead to a clear idea of how an ideal GIS might be structured.
First, each object in the database would carry information describing its accuracy. Depending on the type
of data and source of error, accuracy information might attach to each primitive object, or to entire classes
of objects. Accuracy might be coded explicitly in the form of additional attributes, or implicitly through the
precision of numerical information.

Every operation or process within the GIS would track error, ascribing measures of accuracy to every
new attribute or object created by the operation. Uncertainty in the position of a point, for example, would

be used to determine the corresponding level of uncertainty in the distance calculated between two points, or
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in the boundary of a circle of specified radius drawn around the point.

Finally, accuracy would be a feature of every product generated by the GIS. Again it might be expressed
either explicitly or implicitly in connection with every numerical or tabular result, and means would be devised
to display uncertainty in the locations and attributes of objects shown in map or image form.

Of course the current state of GIS technology falls short of this ideal in all three areas. We currently
lack comprcl}ensive methods of describing error, modeling its effects as it propagates through GIS operations,
and reporting it in connection with the results of GIS analysis. The remaining sections of this chapter describe
the current state of knowledge and such techniques as currently exist for achieving a partial resolution of the

error problem.

MODELS OF ERROR
Background

With the basic introduction to accuracy and error in the previous section, we can now consider the
specific issue of quality in cartographic data. This is not a simple and straightforward extension; as we will
see, spatial data requires a somewhat different and more elaborate approach.

The objective is to find an appropriate model of the errors which occur in cartographic data. A model
is taken here to mean a statistical process whose outcome emulates the pattern of errors observed in real
digital spatial data. The first subsection considers models of error in the positioning of simple points; the
second section looks at the ways this can be extended to more complex line or area features.

Points

The closest analogy between the classical theory of measurement and the problem of error in cartographic
data concerns the location of a single point. Suppose, for example, that we wished accurately to determine
the location, in coordinates, of a single street intersection. It is possible to regard the coordinates as two
separate problems in measurement, subject to errors from multiple sources. If the coordinates were in fact
determined by the use of a transparent roamer on a topographic sheet, then this is a fairly accurate model
of reality. Our conclusion might be that both coordinates had been determined to an accuracy of 100m, or
2mm on a 1:50,000 sheet. This is illustrated in Figure 54.

If the errors in both coordinates are represented by classic bell curves, then we can represent accuracy
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in the form of a set of ellipses centred on the point. If the accuracies are the same in each coordinate and
if the errors are independent, then the ellipses become circles, again centred on the point. This gives us the
circular normal model of positional error, as the two-dimensional extension of the classic error model. The
error in position of a point is seen in terms of a bell-shaped surface centred over the point (Figure 5.4). The
probability that any point is the true location is measured by the height of the surface of the bell over the
point, and is:clearly greatest at the measured location, decreasing symmetrically in all directions. Using the
model we can compute the probability that the true location lies within any given distance of the measured
location, and express the average distortion in the form of a standard deviation.

The Circular Standard Error is equal to the standard errors in the two coordinates, and can be portrayed
by drawing a circle which passes through points representing one standard error to the left and right of the
point in the x direction, and similarly above and below the point in the y direction (Figure 5.4). When the
standard errors in x and y are not equal, the Circular Standard Error is approximated as the mean of the two.
This approximation is valid only for small differences in the two standard errors, but it is difficult to imagine
circumstances in which this would not be true. The probability that a point’s true location lies somewhere
within the circle of radius equal to the Circular Standard Error is 39.35%. The Circular Map Accuracy
Standard (CMAS) requires that no more than 10% of the errors on a map will exceed a given value. For
example, with a CMAS of 1mm, in order to meet the standard no more than 10% of points should be more
than 1mm from their true positions. Under the circular normal model a radius of 2.146 times the circular
standard error will contain 90% of the distribution, with 10% lying outside. The relationship between the
CMAS and the circular standard error is therefore a ratio of 2.146.

These indices have been incorporated into many of the widely followed standards for map accuracy.

For example, the NATO standards rate maps of scales from 1:25,000 to 1:5,000,000 as A, B, C or D as

follows:
A: CMAS = 0.5mm (e.g. 12.5m at 1:25,000)
B: CMAS = 1.0mm (e.g. 25m at 1:25,000)

C: CMAS determined but greater than 1.0mm
D: CMAS not determined.

Many other mapping programs use CMAS as the basis for standards of horizontal or planimetric accuracy,
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and use similar values.
Lines and areas: the Perkal band

In vector databases lines are represented as sequences of digitized points connected by straight segments.
One solution' to the problem of line error would therefore be to model each point’s accuracy, and to assume
that the.errors in the line derived entirely from errors in the points. This is illustrated in Figure 5.5.
Unfortunately this would be inadequate for several reasons. First, in digitizing a line a digitizer operator tends
to choose points to be captured fairly carefully, selecting those which capture the form of the line with the
greatest economy. It would therefore be incorrect to regard the points as randomly sampled from the line,

or to regard the errors present in each point’s location as somehow typical of the errors which exist between

the true line and the digitized representation of it.

Figure 5.5 about here

Secondly, the errors between the true and digitized line are not independent, but instead tend to be
highly correlated (Keefer, Smith and Gregoire 1988; Amrhein and Griffith 1987). If the true line is to the
east of the digitized line at some location along the line, then it is highly likely that its deviation immediately
on either sid'e of this location is also to the east by similar amounts. Much of the error in digitized lines
results from misregistration, which creates a uniform shift in the location of every point on the map. The
relationship between true and digitized lines cannot therefore be modelled as a series of independent errors
in point positions.

One commonly discussed method of dealing with this problem is through the concept of an error band.
Figure 5.6 shows the observed line surrounded by a band of width epsilon, known as the Perkal epsilon band
(Perkal, 1956, 1966; Blakemore, 1984; Chrisman, 1982). The model has been used in both deterministic and
probabilistic forms. In the deterministic form, it is proposed that the true line lies within the band with
probability 1.0, and thus never deviates outside it. In the probabilistic form, on the other hand, the band is
compared to a standard deviation, or some average deviation from the true line. One might assume that a
randomly chosen point on the observed line had a probability of 68% of lying within the band, by analogy to

the percentage of the normal curve found within one standard deviation of the mean.
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Figure 5.6 about here

Some clarification is necessary in dealing with line errors. In principle, we are concerned with the
differences between some observed line, represented as a sequence of points with intervening straight line
segments, and a true line. The gross misfit between the two versions can be measured readily from the area
contained between them, in other words the sum of the areas of the spurious or sliver polygons. To
determine the mismatch for a single point is not as simple, however, since there is no obvious basis for
selecting a point on the true line as representing the distorted version of some specific point on the observed
line. Most researchers in this field have made a suitable but essentially arbitrary decision, for example that
the corresponding point on the true line can be found by drawing a line from the observed point which is
perpendicular to the observed line (Keefer, Smith and Gregoire, 1988). Using this rule, we can measure the
linear displacement error of any selected point, or compute the average displacement along the line.

Although the Perkal band is a useful concept in describing errors in the representation of complex objects
and in adapting GIS processes to uncertain data, it falls short as a stochastic process model of error. An
acceptable model would allow the simulation of distorted versions of a line or polygon, which the Perkal band
does not, and would provide the basis for a comprehensive analysis of error.

Alternatives to the Perkal band

Goodchild and Dubuc (1987) have described a stochastic process which might be used to simulate the
effects of error in soil, vegetation or forest cover maps. Consider the surface shown in Figure 5.7, which
has the following properties. It is continuous, the elevation at every grid cell being a small displacement up
or down from its neighbors, and therefore strongly spatially autocorrelated. It is also random, the surface
having been generated by one of a number of stochastic processes known to produce random fields of this
nature. In fact the surface was generated by the fractional Brownian process (Mandelbrot, 1982), although
other methods such as moving bands, spatially autoregressive and Markov processes have been described (for
review see Haining, Griffith and Bennett, 1983). The fractional Brownian process has the property of self-
affinity, that is, in principle, that any part of the surface if suitably expanded would be indistinguishable in its

statistical properties from the surface as a whole.
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Figure 5.7 about here

Suppose now that the surface is classified by assigning each pixel or grid cell a color or class based on
its elevation, using a set of elevation classes or ranges. The result would be a standard contour map, in which
the image is divided into a number of bands, each corresponding to a range of elevation, with the rule that
classes may not be adjacent in the image unless the corresponding ranges of elevation are adjacent. The
boundaries of the polygons so formed may not intersect. Finally, boundaries can be distorted to simulate the
effects of digitizing errors by adding a suitably autocorrelated surface of small relief to the existing one and
recontouring.

To simulate the appearance of a soil or vegetation map, Goodchild and Dubuc (1987) took two
independently generated surfaces and passed each pixel through a simple classifier as in the example shown
in Figure 5.8. This process is analogous to the control of ecological zones by temperature and precipitation
in the model of Holdridge et al. (1971). The resulting map has the required properties; boundaries intersect
in nodes, and have a degree of fragmentation and boundary wiggliness which depends on the ruggedness of
the underlying surfaces. Distorted versions of the map can be produced by adding autocorrelated surfaces to
one or both of the underlying surfaces, as in the two versions of the same map crossclassified in Table 5.3.
Moreover the degree of distortion generated in each line will be a function of the classes which the line
separates. In the simulated map shown in Figure 5.9 the boundaries have been smoothed by using a spline

function, simulating the tendency of interpreters to smooth out lines of discontinuity in images.

Figure 5.8 about here

Figure 5.9 about here

The model is useful as a simulation of the distortion process which can be used to study the effects of
uncertainty on GIS operations. However the number of parameters in the model, which include the number
and properties of the underlying surfaces, the pixel size, the spline function and the classifier, argues against
its calibration against real data and therefore against its use in characterizing the error in real datasets. In

practice, GIS source maps tend to be highly abstracted, and to contain very little information on which a
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practical model of error might be based. It is only by returning to the original sources of the map’s
information that we can learn more about the nature of map error. In fact the map itself may be a barrier
to better error modeling, by interposing a high level of abstraction between the raw data and the spatial
database. Error modeling might be much easier if the raw imagery and ground surveys could be used to
create a spatial database, and the abstract map obtained from the database by some objective process, rather
than the reverse.

When the source of information is a remotely sensed image, a similar situation arises when pixels are
classified and the result passed to a GIS for analysis, as this process similarly discards information which
might be useful in modeling error. Many classification methods generate probabilities of class membership
for each pixel, although usually only the most likely class is used. If the complete set of probabilities were
passed to the GIS, then it would be possible to use these as the basis for uncertainty in GIS products.
Goodchild and Wang (1988) describe a stochastic process of object distortion based on this concept. In
effect, both of these methods provide links between uncertainty in the continuous variation of a field, and
uncertainty in the objects used to model the field in a spatial database for phenomena such as soils and
vegetation.

Models for dot and pixel counting

One of the traditional methods of measuring area from a map involves placing an array of grid cells or
dots over the area to be measured, and counting. In principle this process is similar to that of obtaining the
area of a patch from an image by counting the pixels which have been classified as belonging to or forming
the patch, The accuracy of the area estimate clearly depends directly on the density of dots or the pixel size,
but so does the cost of the operation, so it would be useful to know the precise relationship in order to make
an informed judgment about the optimum density or size.

The literature on this topic has been reviewed by Goodchild (1980). In essence two extreme cases have
been analyzed, although intermediates clearly exist. In the first the area consists of a small number of
bounded patches, often a single patch; in the second, it is highly fragmented so that the average number of
pixels or dots per fragment of area is on the order of one or two. We refer to these as cases A and B
respectively. Case A was first analyzed by Frolov and Maling (1969), and later by Goodchild (1980). The

limits within which the true area is expected to lie 95% of the time, expressed as a percentage of the area

29



being estimated, are given by:
+ 103 (kn)'/? (SD)¥/* (5.1)
where n is the number of patches forming the area;
k is a constant measuring the contortedness of the patch boundaries, as the ratio of the perimeter
to 3.54 times the square root of area (k=1 for a circle);
S is the estimated area; and
D is the density of pixels per unit area.

The results for Case B follow directly from the standard deviation of the binomial distribution, since this
case allows us to assume that each pixel is independently assigned. The limits within which the true area is
expected to lie 95% of the time, again as a percentage of the area being estimated, are given by:

+ 196 [1 - $/5,]"/2 (s/D)"/2 (52)
where S, is the total area containing the scattered patches.

Error rises with the 3/4 power of cell size in case A, but with the 1/2 power in case B. Thus a halving
of cell size will produce a more rapid improvement in error in case A, other things being equal, because only
cells which intersect the boundary of the patch generate error in case A, whereas all cells are potentially
sources of error in case B, irrespective of cell size.

Error in images

Images such as those derived from remote sensing are composed of pixels (picture elements) of uniform
size and shape, with associated measures of reflected or emitted radiation. After classification, each pixel is
assigned to one of a number of classes, often of land use or land cover. Unlike the cartographic case, there
are no obijects or features to be located, and accuracy is simply a function of the errors in the assignment of
classes to each pixel. The standard method of measuring accuracy in a classified image is to compare the
classes assigried to a sample of pixels to the true classes on the ground (‘ground truth’) and express the result
in the form of a table, the rows representing the assigned class and the columns the ground truth. Pixels
which fall on the diagonal of the table are correctly classified; pixels which fall off the diagonal in a column
are termed ‘errors of omission’ since the true value is omitted from the assigned class; and pixels which fall
off the diagonal in a row are termed ‘errors of comission’ since they appear as false occurrences of a given

class in the data. The contents of the table can be summarized in statistics such as the percentage of cells
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correctly classified, or using Cohen’s Kappa statistic, which allows for correct classification by chance (see
Congalton, Oderwald and Mead 1983; van Genderen and Lock 1977; van Genderen, Lock and Vass 1978;
Greenland, Socher and Thompson 1985; Mead and Szajgin 1982; Rosenfield 1986; Rosenfield and Fitzpatrick-

Lins 1986).

PROJECTIVE SUMMARY

As we have seen, techniques for dealing with uncertainty in spatial data are much better developed in
some areas than others. Uncertainties in point locations are comparatively easy to deal with, and a significant
proportion of geodetic science is devoted to dealing with the issue of accuracy in control networks. Substantial
progress has been made in modeling the error introduced by digitizing, and in predicting its effects on the
measures of perimeter and area of objects (Griffith 1989; Chrisman and Yandell 1988). But the more general
problem of modeling the accuracy of spatial data with respect to ground truth remains. In part this is because
of the complexity of the processes involved, and in part because many ground truth definitions are themselves
uncertain. But in addition, we have seen how the representation of spatial variation as objects acts in many
cases to malée error modeling more difficult, simply because of the nature of the object data model. Both
of the models of error in area-class maps presented above are defined first in terms of continuous variation,
using the raster data model, and then used as the basis for deriving uncertainty in objects. If the accuracy
issue leads us to question the use of traditional data models then any progress will certainly be slow.

The accuracy of spatial databases is the topic of the first research initiative of the National Center for
Geographic Information and Analysis (NCGIA), which began with a meeting of specialists in Montecito, CA
in December 1988. The collection of papers from that meeting has been published (Goodchild and Gopal
1989) and provides a broad overview of the accuracy issue in spatial data handling generally. The meeting
identified an eleven-point research agenda:

. data structures and models;

. models of error and distortion;

. error propagation;

o product uncertainty and sensitivity;

. risk analysis;
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e.  accuracy concerns among users and agencies;

. experimentation and measurement;

. error reduction methods;

e interpolation and surface modeling;

e  aggregation, disaggregation and modifiable areal units;
) regularity and stability.

If accuracy is a problem in spatial data handling because of the high precision of the handling system,
then one rational approach would be to reduce precision to match accuracy. In effect this is what happens
in a raster system. Dutton (1984 1989; see also Goodchild and Yang 1989) makes this point, and proposes
a tesseral scheme for global data that would replace common coordinate referencing with a finite-resolution
hierarchical key.

There has been substantial progress in recent years in understanding the propagation of uncertainty that
occurs in spatial data handling. Newcomer and Szagin (1984) and Veregin (1989c) have discussed error
propagation during simple Boolean overlay; Lodwick (1989; Lodwick and Monson 1988) and Heuvelink gt al.
(1989) have analyzed the sensitivity of weighted overlay results to uncertainty in the input layers and weights;
and Arbia arld Haining (1990) have analyzed a general model of uncertainty in raster data. However overlay
is perhaps the most simple of the primitive spatial data handling operations. Much more research is needed
on the effects of buffering (dilating) uncertain objects, and of changing from one data model to another, e.g.
raster /vector conversion.

If traditional map data models tend to give a misleading impression of the reliability of data, it is not
surprising that many cartographic products fail to make the user aware of uncertainties. The move to
standards of data quality (see Chapter 12) is a significant step toward greater awareness of the reliability of
spatial data, and includes concepts of lineage, consistency and completeness as well as the more statistical
issues discussed in this chapter. It is particularly important as GIS users continue to apply spatial data to
purposes for which they may not have been designed.

This chapter has covered a range of material broadly connected with the issue of accuracy in spatial
databases. As we noted at the outset, there are good reasons for believing that GIS technology will enhance

our sensitivity to the nature of spatial data, and will increase the need to develop comprehensive and precise
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models of its errors and distortions. This enhanced understanding is likely to come not from study of the
abstract objects which populate our maps and databases, but from the processes which created spatial variation
in the first piace and by which that variation was interpreted and modeled. In this sense GIS technology will
help to fill many of the gaps which currently exist in our understanding of spatial differentiation and the
processes which produce it.

It seems unlikely that the ideal accuracy-sensitive GIS which was outlined earlier in this chapter will ever
become a reality. Its analog in simple, aspatial measurement, the statistical analysis system which tracks
uncertainty as an attribute of each of its data elements and through each of its procedures, is also readily
justified but equally far from implementation at this time. On the other hand standard errors of estimate and
confidence intervals are a common product of statistical systems, and it is not difficult to imagine similar
products from GIS procedures.

One of the results of the information age is an erosion of the role of the central data collection agencies,
and society has not yet begun to come to grips with a growing need to reorganize the entire system of public
data provision. It is now possible to determine position at low cost and at any location using satellite
receivers, am'i to do so with an accuracy which exceeds that of the USGS 1:24,000 map series or other readily
available and authoritative sources. Population counts from local agencies are increasingly being used as
alternatives to those of the Bureau of the Census. Accuracy is now increasingly seen as an attribute of spatial
information, and as a component of its value to decisionmakers. In some areas its associated costs can be
dramatic, when disputes based on spatial information involve litigation. The complex relationships between

accuracy and cost in the GIS area will be a challenging arca for research for many years to come.

PRACTITIONER’S SUMMARY
The measurement of data quality in cartographic products is dealt with in numerous publications and
standards, many of them referenced in this chapter. Perhaps the most comprehensive view of cartographic
data standards is that developed in the US by the Digital Cartographic Data Standards Task Force (DCDSTF
1988), which provides a five-fold model for describing data quality, although it sets no precise numerical
thresholds in any of the five categories and defines no standard measurement procedures.

This chapter has taken the view that measurement of data quality for the digital databases now being
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developed to support GIS is substantially different from measurement of the accuracy of cartographic features.
In fact the two questions "Is this feature correct?” and "What is at this place?" require entirely different
strategies. Some of these already exist, particularly in the feature-oriented domain, because they have been
developed in support of traditional map-making. Others, particularly in the GIS-oriented domain, are still very
limited and inadequate. Despite recent advances, the GISs of 1990 still regard the contents of the database
as perfectly accurate, and make no attempt to estimate the uncertainties which are inevitably present in their
products.

To summarize the state-of-the-art, we have good techniques for describing and measuring:

o the accuracy of location of a single point;

o  the accuracy of a single measured attribute;

. the probability that a point at a randomly chosen location anywhere on a map has been misclassified;

o the effects of digitizing error on measures of length and area;

. the propagation of errors in raster-based area class maps through GIS operations such as overlay;

and

° the uncertainty in measures of area derived from dot counting.
However many of these are still in the domain of research literature, and we are in a very early stage of
implementing them in standard practice.

From a practical point of view, the coming decade will see a greater awareness of the problems caused
by uncertainty in the manipulation and analysis of geographical data, driven largely by the increasing availability
of GIS. There will be increasing awareness also of the distinction between accuracy of cartographic features,
and accuracy of GIS databases and products. We will see the emergence of systems equipped with tools for
tracking uncertainties and the lineage of data through complex series of operations, allowing the user to
visualize and interact directly with such information through graphic interfaces. And finally, we will see

increasing pressure on the providers of data to supply information on data quality.
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Table 5.1

Scale and resolution for some common map scales

Scale Effective resolution
1:1,250 62.5cm
1:10,000 Sm
1:24,000 12m
1:50,000 25m
1:100,000 50m
1:250,000 125m
1:500,000 250m
1:1,000,000 500m
1:10,000,000 Skm
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Table 5.2
Polygons by area for five CGIS layers and overlays

Acres .1 2 3 4 5 +2+ 1+2+3+5 1+2+3+4+5
0-1 0 0 0 1 2 2640 27566 77346
1-5 0 165 182 131 31 2195 7521 7330
5-10 5 498 515 408 10 1421 2108 2201
10-25 1 784 775 688 38 1590 2106 2129
25-50 4 353 373 382 61 801 853 827
50-100 9 238 249 232 64 462 462 413
100-200 12 155 152 158 72 248 208 197
200-500 21 7 83 89 92 133 105 99
500-1000 9 32 31 33 56 39 34 34
1000-5000 19 25 27 21 50 27 24 22

> 5000 8 6 7 6 1 2 1 1
Totals 88 2327 2394 2149 487 9558 39188 90599

'
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Figure captions

51
52

53
54
5.5
5.6
5.7
5.8
5.9

Generation of sliver polygons in overlay

Tolerance problems in digitizing

a) undershoot; b) overshoot; c) narrow strait or isthmus

Stages in the creation of a forest cover layer

The circular normal model of errors in point locations

Model of line distortion based on independent uncertainties in each digitized point

The Perkal epsilon band

A spatially autocorrelated surface (random field) generated by the fractional Brownian process
Use of a simple classifier to convert continuous surfaces to simulated area objects

Simulation of area objects by the method of Goodchild and Dubuc (1987)
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Combining Satellite, Meteorological, and Geographic
Information for Monitoring Crop and Climatic Conditions in the
Midwest United States

by

K.P. Gallol, J.A. Andresenz, and C.S.T. Daughtry3.

ABSTRACT

Satellite derived climatic and crop related indices were computed
from visible and near-infrared data acquired by the NOAA Advanced
Very High Resolution Radiometer. The satellite derived indices
were compared to traditional (ground observed) climatic and crop
related variables for counties in the U.S. Corn Belt to determine
if the satellite indices might be used to supplement the
information available from the ground observed variables. The
satellite derived indices did appear to supplement the
information provided by ground observations and for one county
included in the analysis, better represented the climatic and
crop conditions of the entire county than the single location
ground observed data. While useful for providing information to
supplement ground observed data, the greatest use of the
satellite observed data might be to verify the spatial
application of ground observations, which are often used to
represent relatively large areas.

lsatellite Research Laboratory, NOAA/NESDIS, EROS Data Center,
Sioux Falls, SD 57198

2World Agricultural Outlook Board, USDA, Washington, D.C. 20250,

3Remote Sensing Research Laboratory, USDA-Agricultural Research
Service, BARC-West, Beltsville, MD 20705.
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INTRODUCTION

Visible (0.58 to 0.68 um) and near-IR (0.72 to 1.0 um) data
acquired by the National Oceanic and Atmospheric Administrations’
Advanced Very High Resolution Radiometer (AVHRR) have been
utilized by numerous researchers to compute vegetation indices.
The indices utilize the characteristics of green vegetation that
include absorption of radiation in the visible, and reflectance
in the near-infrared, portions of the solar spectrum.

Vegetation indices observed in field experiments have been found
to provide an indirect measure of the fraction of
photosynthetically active radiation absorbed by the vegetation
(Hipps et al., 1983; Gallo et al., 1985), an important factor in
the production of plant phytomass. Satellite derived vegetation
indices have been used to monitor vegetation development and the
length of crop growing seasons (Gallo and Flesch, 1989;
Malingreau, 1986). Daughtry et al. (1983) suggested how remotely
sensed data, with ancillary information, might be used to monitor
crop production.

Satellite derived data provide a synoptic, multidate views of
large areas, and thus may supplement geographic, climatic, and
crop data that are normally acquired at specific locations. The
objectives of this study were to compare satellite derived
vegetation index data with other methods of climatic and crop
monitoring and develop methods for combining the unique
information provided multiple sources of data.

MATERIALS AND METHODS

Study Location: U.S., Corn Belt

The 1987 and 1988 growing seasons were selected for evaluation of
the satellite derived vegetation indices because of the
differences in the seasonal climatic conditions that occurred in
the U.S. Corn Belt these two years. Normal June through August
precipitation within the Climatic Divisions (CD) of the Corn Belt
states of Iowa, Illinois, and Indiana (NOAA, 1981) varies from 28
cm (11.0 inches) to 33.5 cm (13.2 inches). Precipitation within
the region in 1987 (NOAA/USDA, 1987a) ranged from 75 to greater
than 200% of the normal, while in 1988 (NOAA/USDA, 1988a)
precipitation through most of the region was less than 75% of the
normal values and portions of the region experienced less than
50% of the normal. During late June of 1987 much of the Corn Belt
was determined to have a Drought Severity Index (Palmer, 1965) of
"Moderate" (Figure la), the Index during 1988 at this time was
"Severe" (Figure 1lb). By late August the Index in the Corn Belt
during 1987 (NOAA/USDA, 1987b) indicated that long-term moisture
conditions had improved and were considered "Normal" to "Moist".
During 1988, however, drought conditions persisted and through
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most of the Corn Belt the long-term conditions were considered
"Severe" to "Extremely" dry (NOAA/USDA, 1988b).

County Analyses

Visible and near-IR data (1 km resolution at nadir) acquired by
the NOAA-10 AVHRR and processed at the USGS/NMD EROS Data Center
in Sioux Falls, SD were utilized in this study. The NOAA-10
satellite has a local overpass times of 0720 and 1920. Although
the satellite observes the Earth at low solar elevation angles
(approximately 20° on 1 April and 7 Sept. to 32° on 21 June) at
the 0720 "morning" observation, the frequency of cloud-free
observations was much greater than available from the "afternoon"
satellite (NOAA-9 during 1987 and 1988). Cloud-free observations
from NOAA-10 were available for the region at 7 to 10 day
intervals through most of the 1987 and 1988 growing seasons.

The visible and near-IR satellite data associated with the scenes
selected for the 1987 and 1988 growing seasons were calibrated
(Rao, 1987) and geometrically registered to a Universal
Transverse Mercator projection. The data were projected at a 1 km
cell size with the AVHRR Data Acquisition and Processing System
(ADAPS) software at the EROS Data Center. Several of the
functions utilized in the data processing were modules included
in the Land Analysis Software (LAS, 1990) developed at the USGS
EROS Data Center and NASA’s Goddard Space Flight Center.

The visible and near-IR data were utilized to compute Normalized
Difference (ND) Vegetation Index:

ND = (near-IR - visible) / (near-IR + visible) [1]
values for each 1 km cell in each scene.

Three scenes of data were selected for development of a single
image that would serve as an agricultural data "mask". The
agricultural mask image would permit analysis of ND data for
those cells that included agricultural crops, compared to forests
or other nonagricultural land uses. The mask image was developed
from data acquired 16 May 1987, 26 and 27 June 1987, and 16 April
1988. Data above specified ND thresholds for the early season (16
April and 16 May) scenes were considered non-agricultural
vegetation as most agricultural crops planted within the region
are not yet emerged at this time. Individual cells with ND values
above the specific thresholds were defined as forests or
non-agricultural vegetation. Individual cells with ND values less
than a specific threshold were defined as water. The 26 and 27
June scenes were composited to create a single image and used to
identify those regions of vegetation, compared to urban or water
areas. All cells with ND values greater than a specified
threshold were defined as vegetation. The classified image from
the 26 and 27 June scene was compared to the 16 May 1987 and 16
April 1988 scenes to determine the cells with agricultural,
compared to nonagricultural, vegetation.
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The agricultural mask image was applied to the individual
registered scenes of visible, near-IR, and ND data in combination
with an image that defined the counties within the study region.
Visible, near-IR, and ND data in cells defined as "agricultural"
by the agricultural mask image, and that were not defined as
cloud contaminated by visible and near-IR thresholds, were
utilized in computation of county statistics. The mean, standard
deviation, maximum, and minimum values for the ND, as well as
visible and near-IR data, were computed for each county in the
study region. Seasonally integrated values of the mean county ND
values for the June through August portion of the two years
included in this study and were evaluated with similarly
integrated climatic data and crop yield information, initially
for six counties in Indiana.

Crop Model Analyses

The crop simulation model CERES-Maize (Jones and Kiniry 1986) was
utilized to compute a crop moisture stress term for comparison
with the satellite derived ND data and actual crop yields (USDA,
1988; USDA, 1989). The inputs required for the simulation model
included daily precipitation, maximum and minimum temperature,
total incident solar radiation, estimates of soil water holding
capacity at several layers, and several variables that specify
the characteristics of the management practices.

The crop model was utilized for six counties in Indiana selected
for evaluation (Table 1). The counties were selected such that
each county was within a different USDA Crop Reporting District.
Temperature and precipitation data utilized in the simulation
were selected from one observation location per county (Table 1).

Table 1. Indiana counties and weather observation locations
utilized in crop simulation analysis.

County Weather Station
Jasper Rensselaer
Marshall Plymouth

Adams Berne
Montgomery Crawfordsville
Grant Marion 2N
Henry New Castle

Solar radiation data were estimated for each county from the
observed precipitation data (Richardson and Wright, 1984).
Representative soil profile data were acquired for each county
(Fuchs, et al. 1986) and used to derive so0il water holding
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capacity information (J.T. Ritchie, 1988, personal communication)
required as input to the simulation model.

Variables estimated by the simulation model included plant
evapotranspiration (ET) and potential ET (PET), which were used
to compute a moisture stress index (ET/PET). The simulation model
estimates of ET/PET were compared with the county ,
satellite-derived information as indicators of crop conditions.

RESULTS AND DISCUSSION

One assumption in the described methodology was that the variety
of different agricultural crops observed by the satellite sensors
respond similarly to drought conditions. Most of the land
included in the analyses is utilized for non-irrigated
agriculture and the analyses did include an attempt to further
differentiate between agricultural and nonagricultural regions.
Thus, the vegetation within the region was anticipated to respond
to the significantly lower precipitation amounts of 1988 compared
to 1987.

The lower amounts of precipitation and moisture deficiencies in
1988 compared to 1987 are evident in the time-series plots of
county averages of the satellite derived ND vegetation index
(Figure 2a). The June through August cumulative value of ND for
Montgomery Co. Indiana was 42.3 in 1987 compared to 35.17 in 1988
(Table 2). Observed precipitation in the county was also greater
in 1987 (44.56 cm) compared to 1988 (15.65 cm).

Table 2. June through August cumulative precipitation, stress
index (ET/PET), ND vegetation index, and county maize grain
yields for 1987 and 1988.

June through August maize

year county precipitation ET/PET ND grain yield

(cm) (bu/acre)
1987 Jasper 30.63 81.40 40.62 134
Marshall 29.05 80.48 40.89 126
Adams 36.85 88.78 41.28 133
Montgomery 44.56 89.72 42.30 147
Grant 37.17 89.78 41.39 147
Henry 32.44 90.12 37.50 136
1988 Jasper 7.91 45.67 31.05 62
Marshall 28.42 81.93 35.62 88
Adams 17.15 62.59 25.33 85
Montgomery 15.65 62.44 35.17 84
Grant 16.66 65.45 30.02 94
Henry 14.20 60.73 33.02 76
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The relationship between maize grain yield and the stress index
was nearly linear. Marshall Co., however, exhibited nearly twice
the precipitation as the other counties during the June through
August interval in 1988. The stress index was also greater
(larger values of the index are associated with less crop
moisture stress), while the cumulative ND for the same interval
appeared similar to other county data. The Marshall County
results point out the value of more than one source of data and
information. The observed precipitation for Marshall Co. in 1988,
and thus the derived modeled estimates of stress, were similar to
the values of 1987 (Table 2). The observed yields, however, were
38 bu/acre less in 1988 than 1987. The Marshall Co. anomaly was
due to the use of a single weather station to estimate
county-wide precipitation. The ND data, a sample of all 1 km
cells (identified as utilized for agriculture), better
represented the decrease in green vegetation in 1988 compared to
1987 in Marshall Co. (Table 2). Rainfall observed at a weather
station (Warsaw) in a county adjacent to Marshall (Kosciusko) was
18.6 cm for the June through August interval and the computed
stress index was 69.03.

The stress index (ET/PET) was associated with more of the
variation observed in crop yield than the ND index (Table 2),
however, less than the cumulative precipitation. When Kosciusko
Co. data were utilized rather than Marshall Co. data for 1988 the
r? value of the stress index increased to 0.93 (Figure 2b). The
ND vegetation index was associated with greater than 60% of the
variation in the stress index and precipitation observed in the
June through August interval (Table 3).

Table 3. Results of analyses of seasonally cumulated climatic and
ND vegetation index variables and final maize grain yields
(n=12) .

variable nalvyz

dependent independent RMSE r2

yield (bu/acre) precipitation 11.9 0.86
yield ET/PET 13.2 0.83
yield ND 17.9 0.69
precipitation (cm) ND 6.6 0.69
ET/PET ND 9.4 0.63

These results were similar to results for 16 "Corn Belt™ Crop
Reporting Districts in Indiana, Illinois, and Iowa. The ND
vegetation index, computed from a 15 km resolution global product
(NOAA, 1990; Ohring et al., 1989; Tarpley et al., 1984) was
analyzed during the June through August interval similar to the
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Indiana county analyses. Weekly climatic variables were computed
by the Climate Analysis Center (Motha and Heddinghaus, 1986). The
cumulative ND (Figure 2c), precipitation (not shown) and ET/PET
(not shown) were all associated with greater than 60% of the
variation in observed maize yields.

In summary, the use of satellite derived climatic or crop related
indices appear useful as supplements to traditional, ground
observed information. The greatest use of the satellite observed
data, however, might be to verify the spatial application of
ground observations, which for this study were limited to one
observation that represented the information for an entire
county.
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ABSTRACT

The use and popularity of Geographic Information Systems (GIS)
has radically increased over the last decade and ultimately
changed our perspective of environmental planning and the world
around us. Traditional modeling approaches however provide only a
static representation or effectively a time slice view of the
situation. In addition, a large percentage of the knowledge
inherent in a real physical/biological system is dependent upon
the spatial association of the system components. To predict
dynamic changes over time within an ecosystem, models need to
maintain the spatial relationships found within ecosystems, and
they must adequately model and incorporate animal or human behav-
ior. This paper describes a new approach to modeling animal and
human behavior in the context of actual environments referred to
as an "Intelligent Action Model". The Intelligent Action Model
for this type of simulation is controlled by a hierarchical
neural network which provides both primal motivations and adap-
tive learning. The intelligent action models are created by
linking animal behavior into existing dynamic physical models
through a genetic algorithm classifier system and a simulation
tool referred to as PROMAP. Models developed under this framework
will provide new research tools for modeling a wide range of
environmental problems such as fire, hydrology, pest management,
wildlife behavior, and human perception. These techniques will
undoubtedly lead us well into the 21st century for modeling and
simulating spatial dynamic processes of natural systems.

THE PROBLEM OF MODELING ECOSYSTEMS

While a tremendous amount of research over the years has
focused on modeling ecosystem processes, very little has success-
fully achieved this task. This is due in part to the immensity of
the data bases required for adequate description of the system
under investigation and sophisticated data management systems for
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searching, assessing and manipulating such data. In addition, the
transition functions used in the model must be able to handle
spatially oriented data and provide a number of spatially orient-
ed solutions.

This paper describes a framework being developed for building
spatial dynamic models of natural processes in which an essen-
tially unlimited number of environmental variables can be used to
describe actual geographic areas. Problems associated with large
data sets, as well as the need for hierarchical interactions have
been addressed through the incorporation of various aspects of
artificial intelligence. The work described here is an ongoing
project and certain aspects such as the artificial intelligence
components are still being developed. Deterministic spatial
dynamic models are already being implemented and this paper will
provide a background on how these models are designed. 1In addi-
tion, we lay out the work in progress as an indication of the
potential of this type of modeling for researchers in other
fields.

In the following sections we will outline how the environment
is described; how single processes and multiple processes can be
handled; how hierarchical interactions can be incorporated; and
how it will be possible to include the influence of animal
behavior into the models.

TRADITIONAL APPROACHES TO GIS MODELING

An ecosystem is a collection of interacting elements that
together make up what is called the landscape mosaic. Not only
are the component elements important, but also their arrangement
within the mosaic. Data bases which describe this mosaic can be
found in what are called geographic information systems or GIS.

Burroughs (1986) describes geographic information systems

as"... computer based tools designed to collect, store, retrieve
and change at will, manipulate, and display spatial information
from the real world for a particular set of purposes." A GIS

describes objects from the real world in terms of: Their position
with respect to a known coordinate system; Their attributes, such
as elevation and soil type, that are unrelated to position; Their
spatial interrelationships with each other (topological rela-
tions), which describe how they are linked together or how it is
possible to travel between them.

A GIS consists of several layers or maps, each of which de-
scribes the spatial distribution of some attribute, such as
vegetation. The data bases can describe an area less than a
square meter, or greater than several hundred square Kkilometers
depending on the intended analysis. By the use of appropriate
operators within the GIS program, questions related to the area
described by the data base can be answered. These questions
usually take the form of a suitability analysis which is the
intersection of a given set of criteria within the data base.
Each intersection indicates geographical location which meets the
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defined criteria.

The amount of information contained in a GIS is limited only
by system storage capacity and the availability of attribute
data. Storage requirements increase with increasing resolution
of the data. An adequate GIS data base would allow the research-
er to investigate for example, how changes in vegetation cover
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