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SINGLE-CLASS CLASSIFICATION®

T. C. Minter

Lockheed Electronies Company, Inc.
Aerospace Systems Division
Houston, Texas

I. ABSTRACT

Often, when classifying multispectral data, only one
class or crop is of interest, such as wheat in the Large
Area Crop Inventory Experiment (LACIE). Usual procedures
for designing a Bayes classifier require that labeled
training samples and therefore ground truth be available
for the "class of interest" plus all confusion classes
defined by the multispectral data. This paper will con-
slder the problem of deslgning a two-class Bayes classi-
fler which will classify data into the "class of interest"
or the "other" classes but will reguire only labeled
training samples from the "class of interest" to design
the classifier. Thus, this classifier minimizes the need
for ground truth. For these reasons, the classifier is
referred to as a single-class classifier. A procedure
for evaluating the overall performance of the single-
class classifler in terms of the probability of error
will be discussed.

1I. INTRCDUCTION

Often, when classifying multispectral data, only one class or crop 1s of interest
such as wheat in the LACIE. Usual procedures for deslgning a Bayes classifier require
that labeled training samples and therefore ground truth be obtained for the "class of
interest" and all confusion classes in the multispectral data. Class statistics are
estimated from these labeled samples. In the discusslons. that follow, a Bayes classi-
fier will be presented which classifies samples into the "class of iInterest" or the
"other" classes but requlres only labeled training samples for the "class of 1interest"
to deslign the classifier. Thus, this classifier minimizes the need for ground truth.
For fhese reasons, the classifler will be referred to as a single-class classifier.

In section IV the problem of evaluating the performance of the single-class clas-
sifier in terms of the overall probablility of misclassification will be discussed.
III. THE SINGLE-CLASS CLASSIFIER

It 1s well known that the Bayes decision rule for minimizing the probability of
misclasslficatlion in the two-class case 1s

Decide X 1s a member of class 1 if
q,p(X/1) > qu(X/ﬂ) (1)
Otherwise X 1s a member of class §

where q; and q are the class a priori probabilities and p(X/1)} and p(X/PF) are the

*This work was funded by NASA under contract NAS 9-12200.
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class conditional density functions. In thils case the "class of interest™ corresponds
te eclass 1, and class @2 corresponds tc the "other" class, In the discussions that follow,
it is assumed that estimates are avallable for a4, and p(X/1). In addition, p(X/1) is

assumed to be normal, and class g 1s assumed to be a mixture of normal density functions

T
agb(X/@) = i);g q4p(X/1) ‘ (o)
where {q2, Azs " qm} are the a pricri probabilitles of each of the subclasses of
"other." In addition
Qg = dy t a3zttt oy (3)
and {p(X/2), p{(X/3), *++, p(X/m)} are the class denslty funecticns for the subclasses
of "other." In the above expressions X 1s a random, independent, n-dimensional meas-
urement vector; i.e., X = {Xl, Xg, e, Xn} . The overall mixture density is given by
m
p(X) = 35 a;p(X/1) (4)
i=1
or
m
p(X) = q;p{X/1) + 25 a;p(X/1) (5)
i=2

Substituting equation 2 into equation 5,
p(X) = qlp(X/l) + qu(X/ﬁ) (&)

Therefore, from equation 6, q,p{X/#) can be defined as
gp

agp (X/8) = p(X) - q p(X/1) (7)
By substituting eguation 7 into equaticn 1, the Bayes declsion rule for classifying a

measurement vector X as class 1 (i.e., the class of interest) is

q,p(X/1) > p(X) - qup(X/1) (8)

or rearranging equation 8,

Declde X 1s a member of class 1
(i.e., the class of interest) if

a,p(X/1) > 1/2 p(X) (9)

otherwlse, X I1s a member of class g

The density p(X) can theoretically be estimated without the use of any training
samples. Thus, training samples are needed only to estimate p(X/1). The a priori
probability q; posslibly can be estimated from historical information. This procedure

was developed by J. A. Quirein (ref.}.

IV, ESTIMATING THE PROBABILITY MISCLASSIFICATION FOR
THE SINGLE-CLASS CLASSIFIER
The performance of a classzifier as measured in terms of the probabiiity of mis-

classification is an important indicator of the quality of the classirfication results.
Assuming labeled samples are available only for the "class of interest" (i.e., class 1),

24-13




then only the probability of misclassifying samples from class 1 into class @ [i.e.,
Pr(2/1)] may be estimated directly.

The lack of labeled samples for the "other" class causes difficulty in evaluating
the probability of misclassifying samples from class @ Into class 1 by usual procedures.
In the discusslons that feollow a procedure will be presented for estimating the overall
probablility of error feor the single-class classifier using only the labeled samples from
the "elass of interest."

!
By definition the Bayes decision rule in equation 1 definés a Bayes region Rl for
class 1 and a set of vectors 1 or Nl samples; i.e.,
= = (1) (1) (1) ... (1)
Ry qulp(X/l) > qu(X/ﬁ)I {(Xl s X0 X, s XNl (10}
Similarly, the Bayes reglon for class # is Rg s which is defined as
- >
RIa {X!qu(X/ﬁ) > qlp(X/l)} {11)
The probablility of error Pe is by definition
Pe = g.p{X/1)dx + q,p(X/8)dx (12)
R. L R @
i) 1
Substituting equation 7 inte equation 12,
Pe =/; q;p(X/1)dx +f [p(X) - q;p(x/1)]ax (13)
g i
or
= {(14)
Pe = q; p(X/1)dx - q, p{X/1)dx + p(X)dx
Rg Rl Hl

Since the conditional probabllity of misclassifylng samples from class 1 into class £ is

Pr{@/1) =./. p(X/1)dx (15)
Ry

and the conditional probability of correct classification for class 1, Pr{(l/1), is

Pr(l/1) = p(X/1)dx (16}
Ry

and the probability of a sample being an element of region Rl’ Pr(XERl), is

Pr(XeRl) =-/. p{X)dx (17)
Rl

then by substituting equations 15, 16, and 17 intoc equation 14, the probability of error
can be defined as

.

Pe = q[Pr(a/1) - Pr(1/1)] + Pr(XeRl) (18)
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Thus, from equation 18 above, the probabillity of misclassification may be estimated using
only the labeled samples from class 1, i.e., the "class of interest." A Monte Carlo tech-
nique may be used to estimate Pr(@/1) and Pr(1/1) [l.e., by empirically counting the
number cof training (or test) samples from elass 1 that are correctly classified and mis-
classified]. Pr(XeRl) can be estimated from unlabeled samples; i.e.,

N
E{Pr(XERl)} = N—;— (19)

where NT is the total number of samples classified, and Nl is the number of samples

classified as members of class 1 (see equation 10). The a prieori probability of class 1
must be known or perhaps estimated from historical data. .

V. CONCLUSIONS

A single-class maximum likelihood clazassiflier has been presented in thils paper. The
classifier classifies data into the "class of Interest" or the "other" class. The clas-
sifier requires only labeled training samples and therefore ground truth for the "eclass
of interesgt." This procedure minimizes the need for ground truth. In addition, a proce-
dure for estimating the overall performance of the single-class classifier using only
labeled samples from the "¢lass of interest" has been presented.

VI. REFERENCES

J. A. Quirein, 1974: "Estimation of the Density Function for Non-Wheat ," LEC/ASD Internal
Memorandum, ref. &42-1254,

24~15





