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**NASA Earth Resources Office,

I ABSTRACT

The LANDSAT Signature Development Pro-
gram, LSDP, is designed to produce an
unsupervised classification of a scene from
a LANDSAT tape. This classification is
based on the clustering tendencies of the
multispectral scanner data processed from
the scene. The program will generate a
character map that, by identifying each of
the general classes of surface features
extracted from the scene data with a
specific line printer symbol, indicates the
approximate locations and distributions of
these general classes within the scene.

Also provided with the character map
are a number of tables each of which
describes either some aspect of the spec-
tral properties of the resultant classes,
some inter-~class relationship, the inci-
dence of picture elements assigned to the
various classes in the character map
classification of the scene, or some
significant intermediate stage in the
development of the final classes.

II INTRODUCTION

Numerous analysis techniques are avail-
able for the interpretation and display of
MSS data. Most of these, to a more or less
degree, require judgments from the analyst.
Those programs that operate in an unsuper-
vised mode necessitate preinstructions for
the program that require technical exper-
tise in order to successfully use the
software.

The need arose for a "first-look"
totally unsupervised classification for
LANDSAT MSS scenes designed for a user who
is not necessarily trained in computer
science techniques. Such a software pack-
age was developed at the NASA/Kennedy Space
Center for use on a Honeywell 635. Results
from this program have been compared with
scenes analyzed by the GF IMAGE-100 system
and sophisticated clustering programs. The

Kennedy Space Center, Florida
Kennedy Space Center, Florida

which were obtained more
compared favorably with these
of analysis.

LSDP results,
economically,
other methods
ITI PROCESSING FEATURES

Processing relies on the clustering
properties of the data and is designed to
provide a 1:24,000 scale character map. The
maximum map, per computer run, contains 130
pixels across and 130 pixels down the page.
A nearest neighbor scheme as reported in
LARS Information Note 103073 by Paul E. Anuta
has been adopted as the geometric correc-
tion method.

The principle assumption made concern-
ing the data is that the coordinate system
can be realigned, via a rotation matrix com-
puted from the matrix of eigenvectors, in
order to improve the overall effectiveness
of a band-by-band classification approach.
Once transformed, the covariant terms are
assumed not to be significant and therefore
treated as zero. This concession was made
primarily because of the additional computer
core required by not doing so and because it
does not seem to preclude the accuracy sought
in the classification. The transformed data
set is reduced before rotating by not con-
sidering pixels which d4id not occur at
least four times in the scene. This again
was a trade-~off of classification effective-
ness versus computer impact.

The spatial organization of the retated
data is not retained, only the unique trans-
formed pixel values and their frequency of
occurence. This data set is then reduced to
a set of clusters defined by a mean fre-
quency, and a mean and variance in each band.
Each cluster is formed by collecting all
pixels in the set within a fixed distance
about a seed pixel and then accepting only
pixels in the set that do not change the
variance by more than the chi-square statis-
tic would permit at a selected level, and
this is not more than the associated standard
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deviations from the mean.

The first seed pixel is the most fre-
quent in the data set and the next seed is
the most frequent in the set remaining af-
ter forming the first cluster. All non-
seed pixels are checked for acceptance to
each subsequent cluster formed provided
their frequency is less than the seed
frequency. The fixed distance about the
seed is two maximum projections of the ori-
ginal scale intervals on the retated axis.
This distance is used to compute an initial
mean and variance for each cluster before
letting them adapt with the chi-square and
- standard deviation test.

Clusters are next subjected to a merge
test. Cluster pairs with mean separation
within a certain hyperellipsoid region are
merged. The merge region is a function of
the clusters mean, variances and mean
frequencies and the object of the merge is
to insure a significant resultant set of
clusters. When all clusters are stable,
i.e., do not pass the merge test, they are
next inspected for overlap at the three
standard deviation range. All overlaps are
resolved by the maximum likelihood rule,
using the mean frequencies as the "a priori"
factors. This results in a set of non-
overlapping regions in the data space.
Pixels which fall in these regiodns are
assigned unique characters, then mapped by
reading again the data set. The mean and
covariant matrix of the pixels that fall
within these regions constitute the
signatures associated with the character
map.

IV PROCESSING STEPS

A selected area on a LANDSAT tape is
determined and the coordinates placed on a
single user input card. The steps below
specify the processing to be performed on
‘the pixels.

STEP 1

There is a set of N pixels to be pro-
cessed in the selected area. First, any
pixel which does not occur more than three
times is deleted from the set. N is re-
duced accordingly.

Each pixel is a 4-dimensional vector,

xT = (X1+%,,X45,%,)

To begin, each pixel in the set is to be
transformed as follows,
Yy = ¢Tx

where ¢ is the normalized column eigen-
‘vector matrix.
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The normalized eigenvector matrix is
computed as follows,

(a) Compute the mean pixel vector (x)of
the set.
8T = (%1,%2,%3,%s)
1 N
where, —_ :E: ie {1,2,3,%}

N n=
(b) Compute the covarlance matrix (V) of
the set.

o

where, 1 1is the row index
j is the column index
in - % )(xjn - xj);
i,j ¢ 11,2,3,4}
(c) Solve the expression for the eigen-
values ()\).

vij =-— 2: (x
N n=1

|v -az]

where \T = (3, A, a5 2w

(d) Now solve for the four eigenvectors
{¢j) from the expression below,

(v - )\Jl)d)] =0; 3e {1,2,3,4}

(e) Normalize the eigenvectors by dividing
by their lengths.

=[‘¢’1,j)2 + Loy 5 4

length (¢j) = |l¢j||

(¢3,jf + (¢4 j)2]1/2

¢ ¢
normalized (¢j) = / 1,3 2,
e T

¢3,j ¢4,j

[Tyl e,
(£f) The normalized eigenvector matrix is
then,

%= [&1 $2 (33 $u}
STEP 2

Many of the pixels in the area will
have the same value, thereby resulting in
fewer unique pixel values (M) than total
pixels (N). The first step is to order by
frequency (F) the unigue pixel values. This
will result in the following set.

{Ym} ; m=1,M
where,
FOO) > FOY L)




[ ——

The next step is to reduce the order set
to a smaller set. This smaller set will be
the clusters (W). The number of clusters

"(L) will be less than the number of unique

pixels (M).
{WQ} ; 2 =1,L

Before describing the procedure for
determining the pixels that belong to each
cluster, it is necessary to specify the
description of a cluster. A cluster will
be described here by the mean and standard
deviation in each .dimension (band) of those
pixels belonging to the cluster. Also, a
factor (g) will be associated with each
cluster to enable the computation of a
priori probability for later pair-wise

comparison. Therefore, a cluster is de-
fined by:;

w(¥,5,q9)

where, (a) ¥T = (31,9,,95,7,)

_ 1 N ] -

¥i =-; jz% yij ; 1e {1,2,3,4}

n = number of pixels belonging to the

cluster
_T _
(b) S = (51,52,53154)
1 n . 1/2
— 2
g, =|— 3 (y.. - 9.
R B B R
ie {1,2,3,4}
. (e) q = F(Y)
STEP 3

Compute the initial set of clusters
WZ(Y'S’q) ;2 = 1,L

This process begins by taking the first
unique pixel from the ordered set {¥Yp}l.
This pixel will serve as a seed pixel,

T
Ys =

first cluster.

(ysi1,¥s2,yY83,¥s,) for determining the

The next steps are done on a band-by-
band basis, all tests must be passed in
each band to be true.

(a)
¥sT = (ysy,ys,,yss,ys,), get all of the

unigue pixels YT = (yi1,Y2,¥s,¥Ys) in the set
such that

Beginning with the seed pixels,

|ysi - yil < 2ty, and F(Y) < F(¥s)

where. t. = maximum absolute value

b element of ¢ ey, and
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- where e is the unit column vector for the

band i € {1,2,3,4}

(b)
T

Compute the mean vector,

¥ = (¥,,9,,9,,7,) and the standard devia-
tion vector, T« (s1,s2,83,s4), of them
pixels found within the 2t; radii of the
seed in all four bands; where

- 1 m .

¥, =—I; J§l (yij) ; 1€ {1,2,3,.4}
1 m 1/2

c ["’ Z, st

ie {1,2,3,4}

(c) Next, test the balance of the unique
pixels in order of frequency for acceptance
into the cluster. If a pixel does not
change the cluster variance by more than
chi-squared variable would permit at the
input confidence level and is within the
associated distance from the mean of the
set formed by adding the pixel to the
cluster, it is added to the cluster. When
a pixel is added, the cluster mean and
standard deviation vectors are recomputed
before testing the next pixel.

the

The tests for acceptance of a pixel Y
that is outside the 2t. radii about the
seed pixel on each of the i ¢ {1,2,3,4}
bands are:

(1)

Iyi‘ - Yil <c 5

2 2
Y « S. Y « S,
(2) — < (s < =3
x 2 - < 2
u L
ie {1,2,3,4}
T

where: Y (Y1+Y2,Y3:Ys), the unique
pixel value being tested. ‘

8T = {s1,8,,83,8,), the standard
deviation vector of the cluster.
T = (§.7,9.7,¥3%,747), the mean

vector of the set formed by adding Y, the
unique pixel value being tested, to the
cluster.

§°T = (s,”,8,7,8,°:8,7), the stan-
dard deviation vector of the set formed by
adding Y, the unique pixel value being
tested, to the cluster.

¢ = the percentile of the standard
normal distribution at the input confidence
level. ;

r= degrees of freedom of the
cluster,




x2,xf = the upper and lower percentiles
reéspectively of the standard chi-squared
distribution, at the input confidence level.

(d) If no pixel values are found within
the 2t radii about the seed, a lower bound
of one one-thousandth is imposed upon the
standard deviations of the cluster in all
four bands so that a singularity in the
multivariate normal distribution that rep-
resents the cluster may be avoided. Pixels
accepted into the cluster are to remain in
the set, but cannot be used as a seed pixel
for the formation of any subsequent cluster.

- (e) The factor g is now computed.
g = F(¥) = F(Ys)

The frequency of the seed pixel is to be
used as the best estimate of F(Y). This
then completes the forming of the initial
cluster,

STEP 4

Reviewing Step 3, it can be seen
that a set of pixels {WZ} were taken from
the ordered set of unique pixels {Yn,t.

(a) Now to compute the remaining (L - 1)
clusters, the process in Step 3 is repeated
until the set contains no pixel that can be
used as a seed to form a new cluster. A
pixel ¥ is not eligible to be used as such
a seed if Y has already been accepted into
one or more previously formed clusters or
if F(Y) < 4. When the set {Y¥,} is devoid
of eligible seed pixels, all L clusters
have been formed.

The - original set {Yy} has now been
replaced with an initial set of clusters
{Wy 1.

STEP 5

The preceding steps have divided the
data set into a set of clusters which will
now be assembled into the smaller set
{W,} k= 1,K. This will represent a final
set of clusters and will be those from
which the map is generated.

This step is a "merging" step in that
the clusters in the {WQ} set will be check-
ed in a pair~wise mannér to determine if
they are to be merged.

(a) All pair-wise combinations are tested
to determine those which can be merged.
The test is as follows,

4. 5,7
3 < 1 then the pair can be
i=1 fdi

if

merged,
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. 2 = - 2
where: Ai (yli y2i)
(a1l + A2) :
and d, = . sl; +
1 al
(A1 + A2)
* s2% ; where £
A2 L
Al =gl * (sl; ° sl, * sl, * sl,)

A2 = g2 . (52, * s2, « 52, * s2,)

the 1 and 2 suffixes differentiate
cluster 1 and cluster 2 statistic&

(al < q2)

(b) After all pairs are tested, the near-
est mergable pair is merged. The nearest
pair is the two clusters with the minimum
value of:

4 A?
2% —=
i=1 4,
The merge will consist of pooling the

statistics from the two clusters.

(n1.¥1;) + (n2-y2;)
Ynew, = and
1 nl + n2

((nl - 1).s1}) + ((n2 - 1)-s2§)

snew; =

nl + n2 - 2
nnew = nl + n2
gnew = gl

The new cluster now replaces cluster l1l's
position in the set and cluster 2 is delet-
ed from the set,

The {W,} set is now to become the
{w;} set again and step (a) repeated until
no merges are possible. When no merges are
possible, clusters with less than 30 pixels
or consisting of only one unique pixel value
(i.e., that of the seed pixel) are deleted.
This final set (W) is now the set of
clusters from which the map will be gener-
ated.

STEP 6

At this point in the processing, a
method of classifying the pixels from the
area to the clusters formed will be speci-
fied.

(a) This will first be done by specifying
an interval of #3s in each band, for each
cluster, about the means. This can be




thought of as a set of 4-dimensional rec-
tangular hypervolumes in the data space.

(b) Cluster boundaries which overlap
within these limits are to be reset via the
maximum likelihood rule in the band with
the least overlap.

A pixel Y whose value in all four
bands fall in a region where clusters 1 and
2 overlap is assigned to one and only one
of the clusters on the basis of the maximum
likelihood decision function:

(hl - pl (yi)) - (h2 + p2 (y5)) S 0 »

W
Y ¢ 1
(W2
. where:
1 -(yy - v1;)?/2s1}
pl = c e
21rsli
1 -(yy - §7i)2/252§
p2 = e
2’n’SZi
hl = (2¢) < sl: « ql

1

h2 (21) - SZi - g2

and i is the band where the overlap between
clusters 1 and 2 is less than on any other
band. This new boundary is to be in the
overlap region only.

STEP 7

There now exists a non-overlapping
region in the data space associated with
each cluster in the set {Wk}.

Now the mapping will consist of
assigning a different print character to
each cluster, If a pixel does not fall in
the region of a cluster, it is to be printed
with a blank character. This will result
in a character map of the area selected for
unsupervised classification.

STEP 8

The signatures (or classes) will be
determined by the set of pixels which fall
in the above regions. Each signature will
be specified as follows,

(a) Ck

¢ where Y is the mean vector of the
transformed pixels

(y, Vyrn rY ) 3 k=1,K

V., is the covariant matrix of
the transformeg pixels
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n is the number of pixels

Y 1is the print character asso-
ciated with the class

(b) Ck (x, Vxl n,Y) ;7 k=1,K

where X 1is the mean vector in the

original space

Vx is the covariant matrix in
the original space

n,y are as above
This concludes the procedure for unsuper-
vised classification and mappihg of the

area.

V OUTPUT DATA

1. Card image listing of the input options
card.

2. Interpreted list of card input para-
meters.

3. Collect table threshold history.

4. Table of samples of tape input data

from the selected tape scene.

5. Number of picture elements (pixels)
contained in the selected scene.

6. Number of picture elements (pixels)
sampled from the selected scene.

7. Number of unique pixel values contained
in the stabilized collect table.
8. Number of unique pixel values, with

multiplicity of four or more in the
scene, processed. (These pixel values
will henceforth be referred . to as the
data set.)

S. Mean vector and covariance matrix of
the data set.

10. Eigenvalues of the covariance matrix of
the data set.

11. Rotation matrix for the data set. The
rows of this matrix are the normalized
eilgenvectors of the covariance matrix
of the data set.

12. The eigenvalues of the covariance
matrix, the normalized eigenvalues,
their comulative contributions, and
the corresponding. column eigenvectors
listed in order of magnitude.

13. Table of samples of the transformed
pixel values; i.e., of the pixel coor-
dinates relative to the rotated axes.

1l4. Table of the means, standard devia-
tions, and height at the means of and
the number of pixels contained in the
initial clusters before any merges. .

15. Table of the number of pixels used to
compute their statistics and the low
and high limits of the clusters after
all merges and small cluster elimina-
tions but before the overlap among the
clusters is resolved.

16. Table of the height at the mean and
low and high limits of the clusters
after the overlay among the clusters




has been resolved.

17. List of the number of clusters formed,
the number of clusters merged, the
number of small clusters eliminated,
and the number of clusters kept.

18. The character map.

19. Table of the number of pixels assigned
to each of the final classes used to
generate the character map, the cor-
responding class symbols, and the per-
centages of the scene area covered by
each class.

20. Tables of the number of pixles assign-
ed to each class and each class's low
and high limits relative to both the
original and the rotated axes.

21. The mean vectors and covariance
matrixes of each class relative to both
the original and the rotated axes.

22, Matrix of Euclidean distances bhetween
each pair of class means.

VI EXPERIMENTAL RESULTS

Figure 1 shows a February 4, 1975
photo mosaic of the KSC 3 mile long Space .
Shuttle runway. Figure 2 is a color coded adas W e
LSDP character printout of this general s el s
area from a February 14, 1975, LANDSAT tape.

Colors for the clusters which depict various

types of vegetation agree very well with

ground truth information. This Shuttle

runway itself and adjacent roads are too

inhomogeneous to cluster in contrast to the FIGURE 1 - KSC SHUTTLE RUNWAY
homogeneous natural conditions. Figure 3
represents an Image 100 thematic printout
of the area surrounding Lake Washington,
Florida, from a March 18, 1974, LANDSAT
tape. Figure 4 using the same LANDSAT tape
is the Lake Washington area as depicted by
the LSDP. Both methods agree generally
well with ground truth in defining areas of
cypress, wet grasses, willow, willow tran-
sition, open water and dry grasses. The
Figure 4 LSDP printout clearly defines a
power line right of way just north of the
lake which again demonstrates the useful-
ness of the program in showing man's
intrusion into natural conditions.

FIGURE 2 - KSC SHUTTLE RUNWAY
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FIGURE 3 - LAKE WASHINGTON, FLORIDA

FIGURE 4 - LAKE WASHINGTON, FLORIDA

VII CONCLUSIONS

The LSDP has proven to be a useful and
relatively inexpensive tool to classify
and analyze the signatures of LANDSAT
scenes. LSDP is presently designed to con-
veniently provide maps and signatures of
only a small area not to exceed 130 x 130
pixels. The real value of the program is
to develop significant signatures of small
areas and the associated map is used to
determine the significance of the signa-
tures.

State land use and water gquality
monitoring officers who have access to
modest computing facilities could find this
program beneficial to their planning acti-
vities. Inquiries may be made to the
authors at the KSC Applications Projects
Branch, telephone 305-867-7705.
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