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ADVANCEMENTS IN MACHINE-ASSISTED ANALYSIS OF
MULTISPECTRAL DATA FOR LAND USE APPLICATIONS

PHILIP H. SWAIN
Purdue University

ABSTRACT

Results are reported of a three-year study par-
ticipated in by the Laboratory for Applications of
Remote Sensing of Purdue University, the Center
for Advanced Computation of the University of
I11inois, and the Geographic Applications -Program
of the U. S. Geological Survey. The outcome of
the study has been a demonstration of the feasi-
bility of applying digital analysis of satellite
data to land use inventory and mapping. Advance-
ments have been made in the areas of data analysis
techniques, data proecessing products, and educa-
tion and training of personnel within the poten-
tial user agency. )

I. INTRODUCTION

In 1973, a joint study by the Laboratory for
Applications of Remote Sensing (LARS) of Purdue
University, the Center for Advanced Computation
(CAC) of the University of Illinois, and the Geo-
graphic Applications Program (GAP) of the U. S.
Geological Survey was initiated for the purpose of
agssessing the applicability of advanced remote
sensing systems to land use classification and
analysis. Based on initial successes, the study
was expanded, eventually encompassing a three-
year period and going beyond simple application of
existing technology to advance the state-of-the-
science in areas whére the need was clear and the
possibilities promising. The net outcome of the
three-year effort has been a conclusive demonstra-
tion of the feasibility of applying digital ana-
lysis of satellite data to land use inventory and

This work was supported by -the U. S. Department of
the Interior, Geological Survey, under Contract
No. 14-08-0001-14725. The views and conclusions
contained in this paper are those of the author
and should not be interpreted as necessarily re-
presenting the official policies, expressed or
implied, of the U. S. Government.

mapping.1 Significant contributions have been
made to the remote sensing technology in general,
particularly with respect to cartographically
oriented applications. Personnel within GAP have
learned. and transferred to their agency the capa-
bility to utilize the remote sensing technology as
it applies to their mission. A number of large-
scale demonstration projects have drawn heavily on
the developments begun in conjunction with this
project (for examples, see references 2, 3, an

4). :

A. OBJECTIVES

Broadly stated, the objectives of the joint
study can be categorized as follows.

Data Analysis Techniques. Develop and demon-
strate the utility of digital data processing
techniques as applied to LANDSAT data for clas-
sifying land use and land-use change.

Data Procegssing Products. Develop and demon-
strate the capability to produce maps and tabular
results in various scales, formats, etc., and with
sufficient quality to meet the requirements of the
user community.

Education and Training. Transfer to USGS per-
sonnel the capability to utilize the digital data
analysis technology in an effective and insight-

ful manner.

B. SUMMARY OF ACCOMPLISHMENTS

Data Analysis Techniques. Where computer-
assisted techniques had been applied previously on
a very much ad hoc basis for land use analysis,
this study saw the organization of these tech~
niques into well-defined procedures. The effec-
tiveness of these procedures was demonstrated
through application to a wide variety of urban
areas. Several digital techniques were specifi-
cally developed or substantially refined under
this study. These are discussed in somewhat
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greater detail later in this paper, together with
some related research activities.

Data Processing Products. It was demonstrated
that commercially available filmwriting systems
can produce useful images of the land use classi-
fication results. Products from a number of these
commercial systems were evaluated, and it was
found that the general characteristics, cost, and
quality of the products differ substantially.
Fortunately, this is an area where considerable
development efforts are proceeding on the commer-
cial scene.

Various forms of tabular presentation of the
results were also developed. Results were tabu~
lated on the basis of rectangular cells defined by
geographical coordinates (e.g., UTM grid cells).
Of greater significance, it was demonstrated that
arbitrary political or jurisdictional boundaries
could be digitized from existing maps, registered
to the LANDSAT data and classification results,
and the results could then be aggregated on the
basis of these political or jurisdictional units.
Tabulations of land cover by county were obtained
for large portions of Missouri and Indiana, and by
census tract for the metropelitan Washington, D.C.
area.

Education and Training. A variety of USGS per-
sonnel participated in the technique development
and data analysis activities and as a result ac-
quired considerable expertise in the application
and interpretation of the digital methodology.

The impact within the agency appears, to the out-
sider, to have been substantial.

A further advantage of this participation was
the opportunity for immediate user assessment of
those areas in which the current technology fell
short, thereby pointing the direction for further
development.

II. APPLICATION OF DIGITAL PROCESSINGY

Figure 1 summarizes the data processing and
analysis procedures which were applied to the
LANDSAT data for developing land use information.
More detailed descriptions may be found in
Ellefsen et al.®

The digital processing procedures proved ca-
pable of producing accurate land use classifica-
tions over large areas, at large and small scales,
with a high degree of detail. Some specifics
follow.

Geometric registration of LANDSAT data over the
same scene but from contrasting seasons proved to
enhance the capability to discriminate urban land
use classes from nonurban classes. It was found
that at any given time of the year there tended to
be unresolvable spectral confusion between urban

and non-urban classes. However, the differing
rates of change of these classes provided infor-
mation which improved the discriminability of
these "confusion classes."

Geometric correction of the LANDSAT imagery
served two purposes. First it made it easier for
the data analyst to correlate the LANDSAT data
with the available reference data (aerial photo-
graphy and maps). In addition, after considerable
refinement of both the registration and correction
techniques based on the needs of this project, it
was possible for imagery produced by the classi-
fication process to be used directly as a land use
map at standard scales such as 1:24,000.

Through judicious use of area sampling and
spectral amalysis by clustering, it was possible
to characterize the ground cover classes in the
scene down to Level II, even in the face of rela-
tively limited reference data (primarily high-
altitude color and color infrared pho:ography).s
Often even finer eclassification detail was avail-
able. In most cases involving multitemporal data,
feature selection was used to reduce the number of
spectral bands used in maximum likelihood classi-
fication to between four and six. However, a full
8~channel classification was performed on a set of
multitemporal data over the Washingtom, D.C.,
area. This was done using the ILLIAC IV parallel
processing computer to demonstrate the potential
power of the digital processing approach. In
roughly eight minutes of processing time, the
ILLIAC IV completed a classification (8 chanmels,
26 classes, 2.5 million pixels) which would have
required about 30 hours on the LARS computer (am
IBM System/360 Model 67).

The results of the classifications were pre-
pared in both map and tabular formats. Line-
printer maps, in black-on-white and most typi-
cally at a scale of 1:24,000, provided the most
inexpensive form of map output. However, color-
coded maps were also obtained at a variety of
scales from filmwriting systems by Dicomed,
Optronics, and Meade Technology. The results ob-
tainable from such systems are quite variable in
cost, quality and versatility.l The technology
for producing such products continues to evolve
rapidly.

The tabular results were produced on a number
of bases. Early in the project, UTM grid cells,
I-km and 5-km on a side, were digitized by hand
and applied by computer to the classification re-
sults. The number of acres and hectares of each
land cover class was tabulated for each grid cell.
Later, county boundaries and census tract boun-
daries were encoded from maps using a table digi-
tizer, then geometrically transformed and regis-
tered to the LANDSAT data and classification re-
sults. Once this was accomplished, the computer
could tabulate, by county or census tract, the
number of acres or hectares of each land cover
class within the area of interest., Still another
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alternative was to tabulate the percentage of each
area classified into each land cover type. Figure
2 shows the census tract boundaries, as digitized
and registered, in the Washington, D.C., area.
Figure 3 shows a sdmple of the tabular results
which were produced.

These digital processing techniques were ap-
plied wholly or in part to LANDSAT scenes of the
San Francisco Bay area; Phoenix, Arizona; Spring-
field, Missouri; Indianapolis, Indiana; and
Washington, D. C.

III. ADDITIONAL EXPLORATORY RESEARCH

Subjects of exploratory regearch included (1)
techniques for detecting and mapping change, and
(2) use of spatial information, such as texture,
to improve classification accuracy.

A. CHANGE DETECTION

The availability of data from multiple satel-
lite passes over a given site plus the technology
to precisely register the data has proved valuable
in many respects. As noted above, the multitem-
poral information can be used to increase the
classification accuracy. But the dynamics of
land use are of interest in themselves, and detec-
tion and mapping of land-use change were specific
objectives of this project.

In analyzing LANDSAT data from the Phoenix
area, Ellefsen et al reported detection of spec-
tral classes indicative of change.s To further
pursue this matter, a data set was prepared for
which several anniversary passes (i.e., separated
by a year or multiples of a year) were available
together with supporting reference data. The
specific objective of this investigation was to
determine if land~use changes could be detected by
comparison of two classifications of data collec-
ted approximately three years apart. The speci-
fic land-use change of interest was urban en-
croachment on agricultural land. The data used
was collected over the vicinity of Clermont,
Indiana, by the LANDSAT satellite in September
1972 and in October 1975. The basic approach used
was to classify each date separately and compare
the classifications in such a manner that green or
vegetative cover in 1972 which had changed to non-
green cover in 1975 would presumably indicate
change to urban land use. The data sets were
overlaid and precision corrected to a lineprinter
scale of 1:24,000. (A third date from September
1973 was included in the data set but was not used
in the classifications because little land-use
change had taken place in the one-year time inter-
val.) The area was classified with both the stan-
dard LARSYS pointwise classifier and the experi-
mental sample classifier (ECHO: see below). The

classifications were compared with available pho-
tography acquired as close as possible to the
dates of data collection. In each case the pho-
tography and data were separated in time by less
than a year,

The results of this investigation indicated
that urban encroachment into agricultural areas
can be detected through classification of multi-
temporal data. However, the size of the change
areas must be large relative to the resolution of
the sensor, and the classifications must be done
with relatively high accuracy with respect to the
classes which will show the change. In the part
of the midwest from which the data for this in-
vestigation were taken, there is almost complete
utilization of land for agriculture-during the
growing season and change becomes relatively easy
to find. The analysis has only to detect change
from green cover to non-green cover provided the
dates have been selected in the part of the
growing season when full ground cover is still
assured. Land use changes which did not disturb
forest cover, such as residential housing under-
neath partially forested areas, were not detec-~
table using this approach. Since it is not simple
change per se which is being detected but rather
its multispectral manifestations, the strategy
needed to detect and map land-use change is likely
to vary with the region involved.

Sample classification is recommended for analy-
sis of data sets between which change is to be de-
tected, since this type of classification tends to
eliminate random classification errors and ¢an
generally raise the accuracy level toward that
needed for reliable detection of land-~use change.

B. USE OF SPATIAIL INFORMATION

During the first decade of research and de-
velopment in applying digital analysis techniques
to multispectral remote sensing data, emphasis was
concentrated on extracting information from the
spectral domain. 1In other words, the methods
applied were in the main those which analyze the
spectral measurements on a pixel-by-pixel basis.
Very little effort was directed at extracting spa-
tial information based on shape, context, texture
and other forms of spatial relationships-—even
though we know from experience with manual inter-
pretation of multispectral remote sensing data
that the spatial information content is signifi-
cant.

There were a number of compelling reasons for
looking into the use of spatial features as part
of this study. To begin with, we believed that
spatial information could be used to improve on
the level of classification accuracy attainable
using the spectral data alone. Also, while the
spectral data is well suited to identifying land
cover, the real goal of this study was identifi-
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cation of land use. Thus, while spectral data
could be used to classify "asphalt," spatial data
might lead us to classifications such as "high~
way," "roof top,” and so on. Of particular in-
terest as we began to consider using spatial in-
formation was further improving the distinction
between urban cover types and spectrally similar
non-urban cover types.

We elected to investigate two approaches to the
ugse of spatial information: sample classification
with automatic object finding, and use of scene
texture.

ECHO (Extraction and Classification of Homo-
geneous Objects) is a computer program which ana-
lyzes the second order statistics of neighborhoods
to "grow" objects and then classifies each object
as a whole rather than pixel-by-pixel.’ Although
this is a rather rudimentary use of the spatial
information in a scene, it was found to provide
significant improvement in urban/non-urban dis-
crimination. Furthermore it proved to be more
consistent than the texture measures investigated
and was computationally much faster and less ex-
pensive to apply. The interested reader is re~
ferred to Swain for details.! An additional
benefit of the ECHO analysis was noted earlier,
namely, improvement in change detection results
through reduction of random classification errors
in the individual classification results.

IV. CONCLUDING REMARKS

We have shown that the synoptic view from
satellite altitude together with modern sensor and
computer technologies have much to offer those who
need accurate and timely land use information.
Even with relatively limited "ground truth," com-
puter-assisted analysis of digital multispectral
remote sensing data has provided accurate classi-
fication of a wide range of ground cover types.
From the classification results, map-like imagery
and tabular summaries can be produced automati-
cally to serve a variety of land-use mapping and
inventorying applications.

Notable about the particular project discussed
here was the success with which the evolving tech-
nology was transferred from the university re-
search laboratory to the potential user agency.
The "user-in-residence" approach not only facili-
tated the flow of technology but also helped to
provide direction for its further evolution.

The possibilities for the future are exciting.
Based on research with aircraft and Skylab multi-
spectral data, we know that the sensor systems
aboard LANDSAT-C (practically on the launch pad)
and LANDSAT-D (still on the drawing board) will
further enhance our capabilities to gather re-
mote sensing data for land-use applications. The
ILLIAC IV experiment has provided a hint of the

power that can still be brought to bear to reduce
the data to useful information through automatic
and computer-assisted processing.
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Figure 2, Census Tract Boundaries Superimposed
on LANDSAT Imagery of the Washington,
D.C. Area.
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Percent of Area Classified Into
Tract Tract No. of
No. ID Pixels RSDS RSDM DISTRB CM/IND PKLOT OPEN AGRI WDLND TREES WATER
1 . 886228 9.8 0.3 1.0 3.7 0.1 0.5 14.3 4.2 21.4 15.0
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* Unclassified
Figure 3. Classification Results Tabulated by
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Area (partial listing).
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