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I. ABSTRACT

A fundamentally important problem in
the analysis of remotely sensed data has
been the characterization of the distri-
bution of spectral measurements for cover
types of interest. Such a characteriza-
tion is an implicit or explicit part of
the training of any classifier based on
multispectral measurements. It also
forms the basis for most unsupervised
classification or clustering of such data.
Proportions of cover types of interest
are equal to proportions of distributions
characterizing them.

For these reasons it appears natural
to formulate the classification or pro-
portion estimation problems in terms of
a mixture of underlying distributions.
This mixture would describe the whole
image and would be composed of a sum of
simpler distributions, each with some
specificed proportion. The usual assump-
tion has been that these underlying
simpler distributions are multivariate
normal. The questions in such a formula-
tion are whether crop categories of
interest may be well represented by a
small number of underlying multivariate
normal distributions and whether the
underlying distributions themselves may
be resolved from the overall mixture
distribution.

The latter question has been
answered in the affirmative for Landsat
data using the CLASSY clustering algorithm
developed by Lockheed at the Johnson
Space Center. The former question has
been the subject of much recent research.
We have determined that when raw Landsat
spectral measurements or even greenness
and brightness transformed data are used,
an important crop distribution, that of
small grains, cannot always be represented
by a subset of the CLASSY generated normal
mixture components. This paper describes
recent work devoted to examining this

problem, using features derived from curves
fitted to the temporal profile of green-
ness. Using such features and restricting
the pixels examined to those that are
reasonably pure, we show that small grains
distributions may be well represented by

a set of mixture component distributions.

Some implications of these results
for future work in crop area estimation
and classification are explored.

I. INTRODUCTION

The analysis of remotely sensed data
frequently requires the design of a
classifier for the purpose of either
locating a ground cover class of interest
or estimating the proportion of this
ground cover class or possibly both. 1In
any case, the design of such a classifier
involves characterizing what the ground
cover class of interest "looks like" in
the feature space being used. It also
involves a similar analysis for ground
cover classes which resemble or are simi-
lar to the ground cover of interest.

This training process may be viewed as an
attempt to understand the distribution in
measurement space of the class of interest
and related confusion classes. The train-
ing may take the traditional form of
selecting and labeling a representative
set of samples from these classes. The
difficulty with this approach, in the con-
_text of remotely sensed data,is that the
class identities of samples are rarely
known precisely if at all. Thus, any
labeling which is done must include an
unspecified number of mistakes or errors.

On the other hand, it may be reason-
able to assume at the outset that the
distribution of the samples from each
class are of a specified parametric form,
say f.(x). The distribution of all the
data then becomes a mixture of these com-
ponent distributions where the proportion
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of each class, A., becomes the weight for
that class in thé mixture. The form of
the mixture density is then

M
f(x) = iz=:l A (0

The advantages of this particular
approach are two fold. First, the prior
knowledge incorporated in the parametric
model allows the form of the individual
component densities to be determined with-
out knowing the identities of any individ-
ual samples. 1In order to construct a
classifier it is therefore only necessary
to label the component distributions as
being the class of interest or not.
Typically this decision may be made based
on the mean of each component distribu-
tion. Ambiguity in labeling individual
samples in the tail areas where classes
overlap is eliminated. A second advantage
of the mixture distribution formulation is
that the proportions of each component
density may be estimated directly as a
part of fitting the model. Classification
is, thus, needed only if the location
of the class of interest is desired.

Of course, for the mixture model to
be effective two conditions must.hold.
The distribution of the class of interest
must be similar to a known parametric
distribution (or a mixture of a small
numpber of such distributions). Also, the
separability of the class of interest
from other classes must not be two small.
Lack of separability leads to difficulty
in resolving the individual component
distributions from the overall mixture.
In order to assure these two conditions,
features must be carefully selected.
Section II discusses the manner in which
features were selected for our particular
experiment. Section IIXII describes the
results of estimating the proportion of
small grains in ten Landsat data segments
using the mixture model. Conclusions and
implications are given in Section IV.

II. FEATURE SELECTION

In previous studies(l) we have used
the mixture model to estimate the propor-
tion of various classes usng)raw Landsat
data and using Kauth-Thomas transformed
brightness and greenness data for several
different acquisitions. The results of
these studies were that direct proportion
estimates exhibited more bias and variance
than other types of estimators.

Recently a new set of features
derived from multi?gyporal Landsat data
has been described . These features
are determined from fitting a profile

model to the greenness data for each pic-
ture element (pixel) collected over a
number of acquisition dates. The profile
model which we fitted has the form

g(t) - go for tfto
o -Bt2
At” e for t>t0

The model was fitted using a linear
least squares procedure on the log of the
data. Fitting was done separately to the
left and fight of an assumed emergence
date, t,. The final value of t. was
selecteg to minimize the total Sum of
squares. Figure 1 shows the form of this
model

The profile model has a number of
advantages. Not all of these will be
discussed in this paper. However, it is
clear that it serves to estimate the life
history of a vegetative ground cover, as
measured by greenness, and that this
estimation allows the identification of
important features in the life cycle of
the vegetative cover which may not be
observed on an individual Landsat acquisi-
tion.

A number of different features
derived from fitted profiles were examined
as a part of this study. These features
were rated on their ability to separate
small grains from other crop classes and
on the normality of their distributional
form. Normality was an important condsid-
eration since a normal mixture model was
to be used in proportion estimation.

Three features which were judged to
be best in terms of separability and
normality were selected. These features
were the time of peak greenness, t_, the
value of greenness at the peak, g(t ),
and the distance between the left ahd
right inflection points, t2_t1' (see
Figure 1)
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ITII. MIXTURE MODEL RESULTS

A mixture model in which each compo-
nent was assumed to be multivariate normal
was fitted to the profile derived features
for each of 10 Landsat segments. The
fitting was done using the CLASSY program
develope?4?t the Johnson Space Center by
Lockheed . This algorithm uses an
adaptive maximum likelihood procedure to
estimate the number of components, the pro-
portion of each component distribution,
and the parameters describing each com-
ponent distribution. The Landsat segments
used are five by six nautical mile areas
in the northern Great Plains. Table 1
gives the location of these segments and
the Landsat acquisitions used. Only
pixels which were determined to contain
data from a single ground cover type were
used. Mixed pixels were eliminated using
existing ground truth data.

After the mixture distribution was
fitted to the pure pixel data for each seg-
ment, component distributions were
labeled as small grains or other using a
maximum l%E?lihood distribution labeling
technique This technique infers a
small grains or non-small grains label
for each distribution using a set of 200
ground truth labeled pure pixels selected
at random from the segment. Table 2
gives the number of small grains and non-
small grains components for each segment.

To obtain a proportion estimate for
small grains the estimated proportions
for each small grains component distribu-
tion in the mixture model were added.
Table 3 gives these mixture model pro-
portion estimates and summary statistics.

IV. CONCLUSIONS AND IMPLICATIONS

The mixture model proportion esti-
mates have a very low variance and
coefficient of variation. The slight
negative bias is the subject of further
investigation. It is likely that this
bias is caused by the inability of the
normal mixture model to fit the asym-
metric tails found in the feature dis-
tributions for some segments.

In general, the ability of the
CLASSY algorithm to extract components
from the mixture and the resulting fit
of these components to histograms derived
using the ground truth is exceptional.
Figure 2(a) shows a typical small grains
histogram for the feature t_ for segment
1899. This histogram was deéveloped
using ground truth labeled pixels. The
sum of the small grains component distri-
butions estimated from the unlabeled

mixture is shown in Figure 2(b).

This work implies that the mixture
model is a viable method for determining
the distributions of classes of interest
in remote sensing problems and in esti-
mating the proportions of these classes
directly. Further work needs to be done
in applying the method to entire scenes
where the effect of mixed or boundary
pixels must be considered.
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Acquisitions (Julian Dates)

104
120
156
101
135
121
120
115
122
133

122
174
191
136
154
138
165
133
140
196

140
211
209
199
199
156
184
169
157
206

158
220
218
209
207
174
211
196
175
223

Landsat Segments and

Acquisition Dates.

Grains Distributions

Segment Crop
Number Year State
1544 78 Mont.
1394 78 N.D.
1650 78 N.D.
1920 78 N.D.
1636 78 N.D.
1663 77 N.D.
1676 79 S.D.
1566 78 Minn.
1899 77 N.D.
1825 78 Minn.
Table 1.
Segment Number of Small
Number
1544 2
1394 2
1650 1
1920 4
1636 1
1663 5
1767 0
1566 2
1899 4
1825 2

Table 2.
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176
238
236
217
226
211
237
232
193
224

221

236

Number of Non-Small
Grains Distribution

Number of Small Grains and

Non-Small Grains Component
Distributions.

11

12

11

15

11

230

119




Segment Ground Truth Direct Proportion

Number Proportion (%) Estimate (%)
1544 26.81 26.40
1394 41.48 39.57
1650 13.73 10.70
1920 15.99 13.88
1636 50.16 50.42
1663 53.98 53.42
1676 7.06 0.0
1566 37.32 28.32
1899 67.51 59.03
1825 34.40 29.43

Avg. G.T. Prop. = 34.84

Bias = -3.75 Relative Bias = -0.11

Variance = 3.26 Coefficient of
Variation = 0.09

Table 3. Proportion Estimates of Small Grains
Obtained from the Mixture Model

150 180 - 210 150 180
- -
(a) (b)
Figure 2. (a) Ground truth distribution for pure small grains

pixels from segment 1899.

(b) CLASSY estimated distribution for small grains
using all pure pixels from segment 1899.
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