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ABSTRACT

Semetimes, Classifications techni-

ques have a subjective aspect and their
results may differ from one to another. Gn
the other side, the abundance of physical
data relevant to the studied region and
need not more identification may reduce to
a minimum mis-classification and solve some
of the confusion between different themes.
The use of ancillary data needs, however,
the use of some precessing techniques allo-
wing to process large quantities of various
thematic data.

"Factorial Analysis of Corresponden-
ces" conceived by Professor BENZECRI
(France) enables to regroup in the same ana-
lysis informations extracted from different
sources. This method may be applied in two
ways:

- an analysis of a composite image (mixture
of MSS and ancillary data);

- an analysis from a result of a classifi-
cation on the MSS image with statistical
data.

According to the method used, this
data is digitized in the first case and put
in the form of a numerical array of corres-
pondance in the second case.

This ancillary data may be extrac-
ted from a geographic Data Base. This data
allows an automatical access to files by
means of points of known coordinates.Around
these points we build "windows" the size of
which depends on the theme.Within or out-
side each window a classification is made.
The obtained classes may be correlated to
the statistical data.

The main results of these methods
are the obtainment of "factorial" images
where the pixels are classified in a hie-
rarchical system and where the themes are
well-separated in each "factorial” band.
The number of factorial bands is lower
than the number of multispectral bands used
The first two factorial bands explain almost

all the information except in the case of
a multitemporel image where the third fac-
torial band is alsc usefull. Thus, with
successive thresholding, the factorial
bands provide very interesting thematical
classes.

I. INTRODUCTION
The distribution of Landsat MSS
bands on the electromgnetic spectrum, the
wealth of information provided by these
bands, thematic confusions, interpretation
difficulties are as many as problems that
we have tried to solve by applying the

"Factoriel analysis of correspondences”
method (FAC) to the MSS and ancillary data.

Application of FAC can be done in

two ways (figure 1)
[Ancillary Data AAJ
|
(2) (1) |

Eéndsat Image J
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Figure 1. A brief description of the

applications of FAC method to
remote sensing data.
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- On the Landsat image, or on an image
having similar structures;

- On an array where remote sensing and
ancillary data cross.

The results of these two applications
have neither the same value nor the same
finality. The first one enables to solve
some ambiguities and confusions, and find
correlations between the different types
of data used, whereas the second one is
rather an aid to intertpretation, since
the FAC is not applied directly to the
pixels.

After some definitions, we shall give,
first an insight on the theoritical aspects
of the FAC, and a methodology of its appli-
cations to an image and to a data array.
Then, we shall define the type of statis-
tical date to use, and a local classifica-
tion technique.

II. SOME DEFINITIGNS

In addition to the vocabulary in use
in remote sensing, we introduce the follo-
wing definitions (Boussema, 1981)

a composite image is an image formed by a
number of MSS bands, and other ones coming
from the digitization of any graphical
data and which can be registered to the
original image ;

a factorial image is an image resulting
from applying the FAC method to a multis-
pectral, multidate, or composite image ;

a factorial band is any of the factorial
image bands ;

a factorial value is each of the factorial
coordinates of a pixel,

I1I. FACTORIAL ANALYSIS OF
CORRESPONDENCES

A. Introduction

The FAC is a multidimensional statis-
tical method which is used when one have
to deal with a large number of correlated
variables. Thus, it makes it possible to
account for almost all of the information
in a much lower-dimensions space. The new
dimensions, which are not correlated, are
linear functions of the original variables
they are called "factors" and chosen so
that the total variance is maximized.

This technique was conceived by pro-
fessor J.P. BENZECRI about 1964-1965,
and was applied with success in a great
number of statistical studies (BENZECRI
1976).

The FAC technique differs from Princi-
pal components analysis mainly by the fact
that the vectors which represent indivi-
duals are '"profiles", by the use of the
chi square (X%2) distance, and by the sym-

metry that exists between the individuals
and variables.

In the FAC we are rather interested in
individuals profiles through its charac-
teristics than in the raw variables. This
notion is also important in remote sensing
data analysis since the spectral values pro-
file within the whole MSS bands is more
interesting than each of these taken separa-
tely, and quite often used in visual inter-
pretation.

B. MATHEMATICAL PRINCIPALS

The FAC enables to process arrays of posi-
tive numbers with the help of a computer.
The basic data is therefore a rectangular

array noted KIJ (BENZECRI, 1976)

Ki ={K(i,j)/i£1,j E J} (1)

Where

I and J are the sets of individuals and

variables, respectively.

I and J play symmetrical réles.

We start at first by computing KI,
the row and column margins an

total,respectively (BENZECRI,1976)

Ki:{K(i)/iEI} s 4 1€ T:K(i)=2K(i,j) (2)
j€J
KJ=[K(J)/JEJ} ,

K., and K,
their

J
A JE I : K(j)= 2 K(i,j)(3)
i€1

K == p3
i€l j€j

K (i,j) (4)

These margins enable to get the marginal
laws noted fI’ f, and f (BENZECRI,1976)

J 12
fy= {fi/iel} , fi
f5 =[fj/j€J} s fy o= K (3)/ K (6)

fry J FLI/i€1, 083} ,fi5 =K(i,5)/k ()

K(i) /g (5)

Then the marginal laws enable to cgmpute

the row and columnprofiles noted fJ and
J

1 respectively :

i i
e

j . .
- {ff /i€1 }, £l
|-

Starting from a set of points, we end up
with row and column sets of profiles noted
N(I) and N (J), respectively (BENZECRI,1976)

N(I)= {(f§ , f1 )/ iel]
JEIEE NG INR SR

/3 EJ} ; fj: Fij/fi  (8)

]

Fij ffj (9)

(10)
(11)
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Thus, the profile array is an array
composed of numbers all of them greater or

equal to zero ¢l such that
J

1f (@L,F1, M) is a triple relative to N(I),

i S
(%% X% @7, Miis a triple relative to

f§= Ifi. /i EI,jE‘JJ with f1 =2fij/fi and+ i €1:Z Fj. = 1 (12)

J J JE2

The N(I)and N(J) sets have principal . . .
stretch dimensions termed factorial axis Ngj)’ and inversely. Thus, the same function
and determined as principal axis of inertia. Q° with a variance of 1, defines an axis for
Thus, the problem consist in looking for N(I) and a factor (gJ _ PN J

. . : . . . = @~ ) for N(J3).

these principal axis of inertia by chooesing
chi square (X2) métric. The factors FI and GJ of two sets

The ‘72 distance is a particular
Euclidian distance which enables to calcu-
late the differences between row or column
profiles, and which may be written, for
example, for the set N(I) having f3 as a
center

2 .
T
j

4 i, , i, €1, D° (i ,iz)=2(f31-f

JEJ

1 1

The factorial axis are determined by
the axial factorial vectors (or their den-
sity) of the set of points; to each of the-
se correspnds an eigenvalue X

We define

of points are linked by the following
equations, (BENZECRI,1976) :

i €I:F(i)= )_% Z6 (j) fj (16)
JEJ
2 .
)5 (1/f §) (13)
¥+ J€I : G(i)= NTE T F (i) fJ (17)
1

i€l
The successive factorial axis are orthogonal

two by two (in the sense of the\(_z metric
with center f ).

0d = U3/ fj

The FAC enables to include one or
several individuals (or one or several
variables) in the factors calculation and
to study the behavior of these individuals
or variables, set as "supplementary elements™
in the system of factorial axis (or bands)

set up without them. The coordinates F (s) of

Uy = axial vector of the set N(I)relative to A~ ;
QJ = density of U‘J relative to FJ such that

3 Then, QJ is a factor if and only if

Q° has a mean equal to zero, a variance

equal to 1, and verifies the following

equation, (BENZECRI,1976)

dory = ha 7oaw

The factors are coordinates of the

set of points on the factorial axis (or
factorial bands for the image). Thus the
factorial value for a given pixel i depends
not on the total mass, but rather on the
row profile which it describes.

We define

Fl is a factor such that F(i) be the
coordinate of the profile FJ on the axis

determined by fj and defined by UJ.

Then we have (BENZECRI,1976)
Pl rloor ] Na?  (15)

J

Q” of

I
J

The principal axis of inertia of the
sets N (I) and N(J) relative to a non zero

eigenvalue correspond bi-univocally ;
(BENZECRI,1976)
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a given profile f3
following equation

Nz

j€d

are calculated by the
(BENZECRI,1976)

F(s)

6(j) fS (18)

J

IV. APPLICATION 70 AN IMAGE

If n is the number of bands, the FAC
may be applied to a multispectral (n=2 to 4),
multidate or composite (n=2 to p,with p may
be greater than 4) image.

These bands constitute the set of
variables which are previously called J.

As input, we have as individuals,
the set of pixels of the original image,
and as output a g-dimension factorial image
(q less than or equal to n-1).

the ancilla-
In order

For a composite image,
ry data is recorded as an image.

Remotely Sensed Data Symposium




to integrate this data with the multis-
pectral one, it has to be digital, as
subtle as possible, and its grid similar
to the remote sensing data (Landsat MSS
data for example). Most of this ancillary
data is graphic and often comes from the
digitization of maps and charts;we used,
for example, the Digital Topographic
Elevation Models (DEM) in BOUSSEMA(I1981).
All these data must be geometrically
corrected and refer to the same geographic
base. The first correction is made on the
multispectral image. This corrected image
is then used as a reference to make the
other corrections. This comes to consider
the multispectral image as a planimetric
base.

The following approachis then used:
1) digitization,
2) geometrical corrections, 3) Integration
(or registration), and 4) processing. It
should be noted that the integration have
to be preceeded by a reformatting of data
in order that these be in a usable form.

At the factorial image level, the
factorial values may be very small.In or-
der to have a better visualization, these
values are stretched linearly between O
and 255. Thereby, the means have often
values of about 127-128, and do not contri-
bute, practically, to explain the factorial
bands. We then have in each factorial band
an opposition between themes represented
by lower gray levels and those represented
by higher gray levels.

On the other hand, one or more
bands may be set as supplementary elements.
This is all the more useful that we process
either multidate or composite images.

It could also be interesting to set
pixels as supplementary elements. But this
seems to be more complex to put in practi-
ce.

V. APPLICATION TO A DATA ARRAY

FAC may also be applied to an array,
where remote sensing and ancillary data
cross (figure 2).

We will take as an example, the methodology
used in a study carried out by the author
within his thesis research (BOUSSEMA,I98I)

We define (figyre 3)
‘e

< s - B
r——*N“v—-/_ﬁ

r

§

Figure 3.The crossing data array Ky

y J.

I= set of town-ships; J=set of variables,
S= set of statistical variables ; T= set of
remote sensing variables; with J=S T and
SnT= @ Y

The statistical variables for each
town-ship are of various types demogra-
phic, geoclogical,etc.

The remote sensing variables are
the set of classes resulting from the
different classifications made on the
images corresponding to the different town-
ships.
shows that the KIS and
Kij arrays are disjointed and may be studied
separately. The first one statistically
describes the townships and enables to
bring out their similarities and dissimila-
rities. The second one enables to comprehend
a classification on a landsat image.However,
these two arrays risk to have different
forms ; for example the first one may be a
contingency array grouping counting data
and that is positive or nul integers the
values of which may be less or more high.
On the other hand, K array may be logical

T . 1] .
containing ones and zéros, that is to say a
class belongs or not to a town-ship. Regrou-

Array KI , SuT

Statisticall

Data (§)

Remote Sen- Contingenc Logical

sing Data (T » Array eray
Ky, sut 1,SuT

Burt Array Burt
K Sub-array FAC
SuT,SuT
Ks,1

Town-Ships
(1)

Figure 2. A description scheme of an analysis of a crossing data array.
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ping these data of different natures may
cause difficulties when analysing the
results. For this reason it is necessary
to re-codify the data.

Kpj array may be best re-codified by trans-
forming it into a logical description one.
For this, the variables have to be grouped
in different classes so that to each indi-
vidual and for each variable one and only
one class is associated. This partition may
be done in various ways, for example after
the variables histograms, (Figure 4)

S

S v
S4 S 3
Ay (A Ay )

Figure 4. The logical array KI SuT
H

When the codification is done, we
proceed with the analysis of the arrays
with two objectives in mind

1) Look for the features of the town-ships
through remote sensing and statistical
data. In this case we can apply directly
the FAC to the recodifred array.

2) Look for a correlation between the
remote sensing and statistical data. In
this case, we will have to manipulate
again the re-codified array.

To reach the second objective, we

have to go through the two following steps::

1) The set I of town-ships being fixed
once and for all, each class mpay be iden
tified as a part of I. It will be the set
of town-ships having this class. We then,
define a symmetrical array K 3 called
table of Burt (BENZECRI,I976§ :

K(jl,j2)= number of town-ships having
classes jl and j2 in common.

2) The study of correlation between remote
sensing and statistical data consist in
studying Kgy array (figure 5)

s{ v

Figure 5. Array of Burt KJJ(:KSUT,SUT)

K(s,t)= Number of town-ships having both
"statistical" class s and '"remote
sensing" class t.

It is a question here of a sub-array
of Burt which, in fact, is a bloc of the
array of Burt. It is to this KST array

that FAC will be applied.

VI. CLASSIFICATION USED

The selection of test zones and the
ground truth data may be fed to the compu-
ter automatically through computer files.

With appropriate algorithms and
accurate coordinates, a window is created
around a point which we suppose to belong
to the theme being studied. The window
size may vary according to the importance
of the central point.

Whithin this window, a classifica-
tion is made. This classification is then
used to classify the entire image.

This approachenables more precise
cartographic transfer thanks to the coor-
dinates of windows centers which are deter-
mined with an accuracy in accordance with
the scale of work, Furthermore, Knowing
that it is hard for the eye to detect subt-
le spectral differences, this approach also,
makes it possible to extract more informa-
tion.

The access to this kind of data ba-
ses may be done by the use of coordinates
or other identification elements: region
numbers, map numbers, aerial photos numbers,
etc.

In this way, each zone, may be taken
out from this system and processed separa-
tely. The wanted characteristics of this
zone may then be examined quickly.
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VII. CONCLUSION

Application of FAC technique has
shown that the number of MSS spectral bands
could be reduced considerably with very
little loss of information and that the
factorial image has a lower dimensions num-
ber. So, this approch optimizes the codifi-
cation of images and improves their visi-
bility.

Integration of ancillary data has
improved the image dimensionality.

On the other hand, FAC help to grade
and improve spectral data, favors a better
comprehension and usage of Landsat data. A
classification is made by simply threshhol-
ding the factorial bands. The legend of
classes is obtained by their correlations
with ancillary data.

There might also advantegeous to have
multidate remot ly-sensed data and reduce it
to a lower dimension.
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