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I. ABRSTRACT

This paper describes a clustering algo-
rithm, named SORT, for classificaticn of
remote sensing multispectral data. Using
a comb shape area as the training area,
modifying the cluster tavle just after a
new cluster found, ordering the cluster
table and scanning the scene by an improved
nearest neighbor method the good perfor-
mance has been shown since SORT ran in the
image processing system IRSA II of CAS.

Ii. INTRODUCTION

Remote sensing pultispectral data are
widely available in geoscience study and
its application recently. In China, a new
image processing system INS: ITI mainly
using this sort of data has been completed
at Chinese Acedemy of Sciences in 1984.

A clustering program 30ORT by =zutiaer is
working successfully with some otaer classi-
fication softwares in this system. A simi-
lar proeram has worked on conputer NOVA 840
for several years(ILi Dawei, 1981). The
image processing system IRSA II is vased on
computer Eclipse S140 connected with COMTAL.
Through terminals of S140 the hardware and
software resource of COMTAL can be shared.

So some revision was mads during the trans-
plantation of SORT onto the new computer
environment.

The abundant experience in digital image
precessing field for remote sinsing data
has been accumulated for more than ten
years(G.Nagy, 1972)(Li Dawei, 1981).

It is noticed that the pixels neigh-
boring to each others usually belone to
the same otject or cluster. So image data
can bedivided into several stripes along
lirnes for classification(G.Magy and J.To-
Xaba, 1072).
the very similar clusters should be mercged

For saving calculabtion time

togatner wiaen they appear.

It is pointed that frequently the area
boundaries aprear not in evsry band. Sc
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cision of clusters with separate bands

[s)

s more effective than with 211 of bands

~ B

(A.3.Macker and D.i.lendgreve, 1970).
Tiresaving classification witkh not bad
accuracy can be cotten in separate band

calculation(G.Magy, 1972)(J.H.Gupta, R.I.

Zettigz, D.A.Landgrebe and FP.i.Wintz, 1073).

Mot every cluster can form a2 miltiva-
riate Gaussian probability distritution
in J-dimensional feature space. The method
using =2 chain of several subclusters for
representation of a cluster which has not
anr ‘eye-pleasines' snape is often reaso-
nable(Z.7.Kan, Y.A.Holley and H.D.Parier,
Jr., 1973).

IZI. ALGORITERII DESCRPTION

Program SORT is writter with & clustering
classification algorithm, vwhich Searches an
Object and Refreshes the Table immediately.

'Object' means a set of data that can be
assigned into one cluster. The procedure
can be divided into two steps, construction
of cluster table and scanning the whole

image.
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untii n cluster con be found, tuen
Iet Z and T a t feature vector s S g i "
v <; are iwo feature vectors, scanning trunsfered to tne next
v
z§=(qj ,;i;,_,,,zﬁl) 1) © line, and so on. Through merge and chain,
an¢ ordering tne clusters by the popula-
and
tions frorw bizger tc smollier the table
—_
23=(241 42525+« -4 Z3n) (2} will be consiructad over.

A cluster starting from =s arbitrarily
..-j{; (3 = s 5 .
le'1_ hll‘z‘ll NA seiected vector can hs avail=zble 25 an ini-

is used 2s 2 measure of sizi The .-
twe feature vectors can be ass into " 5 s s - .
The remcte sensed dztz usually have
one ciuster if L . s s
nign correlaticn ameongs the neighboring
4, ,<<T (a3 pizels. 3¢ it is suitsbls to take & cozb
-~ v

(4]
i

or quickiy cons-
wnere T is & thresncld value. Using the
\

mear vector Mj=(mi1:m52»---’mjn of a2 clus-

ter C; for the vector Z;.in formula (3) . B} . . o

) v =J An improved rearest neighhor mathod is
the distance from pixel z; te cluster Cj is

_ used for SORT. 4 vector very clcsed to a
obtaired. It is tc say that the pixel z: .
- v

. ir the table will be assigned
belongs tc the cluster C; only if the rela-— . ca . § i : - "
v into it icmediately, otherwise the compa-

tion {4 happens. The measure of similarity ) . - .
‘% napp - J rison should be made throushout the whole

between twe clusters is given by

takle.
n
a13=>" B1-=j| (5)

T ISt cateh Beczuse the extremely unbalanced popu-
where mji, mj; are tue mean values and cj, lations cf the clusters ordering the clus-
cjy1 are the ;tandard deviations., In fact, ter table is very needed for rapid cal-
formula (5) is zsquivalent tc the diver-— culation.
gence between two clusters € and C;{Ii Da-
wei, 1981). )

IV. PRACTICE
The preocedure sterts from an initiei

cluster table. The data are scanned iine by The imsge processine system IRSA II is
line. When a vector assigned into ths re- user-friendly, so is the program SORT. The
Ject set of the cluster table is found, whole system is coperzted witu multilevel
regarding this vector as the mean vector menu, some prompts, defeults and cptions.
a new cluster might be searched out by Because the connection of computer Eclipse
formula (4}, then it will be rectifizd S14C with CONITAL the imare date car be input
iteratively in this deta line. Then the from magretic tape, disk or directly from
cluster itable is expanded by addirg this the memory of CONTAL and the classifyin
new cluster to it. The new cluster may te results car be stored cnto tape or disk, or

Lol 2n ir real-time dispiayed on the screer of

merged into an oll one in the tavle wa
( 2

the distance betwsen them COITAL ir a pseudocolor coding picture.
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SORT has been compared with some other
algorithms and image processing systems
sucn as meximum likelihood classifier,
I30DATA/ISOCLS(G.E.Ball and D.J.Eall, 1966)
(E.P.Fan, W.i.Eolley and HE.D.Parker, Jr.,
127%), ECEC(R.L.Zettig ané D.i.landerebe,
1976) and (G.f7agy and J.Tolabz, 1572), and
Model 57% by I S.

the data of Beijing, Yellow River Basin
v ’

And SCPT has processed

anéd Tibit for land-use arplications per-
fectly.

V. CORCIUSION

SORT has beer proved as a successful
classification algorithm and run in the
image processing systemr IRSA II for a lot
of geoscience applications in Chinz. The
comk shape trairning area, seerching only
the new objects different frow thcese in the
table and refreshing the table instantly,
and the modified nearest neighbor method 211
benefit SO0R

racy and =fficiencye.

with gocd clessification accu-
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